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Abstract. For model based analysis of computer and telecommunication systems an appropriate representation of arrival and service processes is very important. Especially representations that can be used in analytical or numerical solution approaches like phase type (PH) distributions or Markovian arrival processes (MAPs) are useful. This paper presents an algorithm to fit the parameters of a MAP according to measured data. The proposed algorithm is of the expectation-maximization (EM-) type and extends known approaches for the parameter fitting of PH-distributions and hidden Markov chains. It is shown that the algorithm generates MAPs which approximate traces very well and especially capture the autocorrelation in the trace. Furthermore, the approach can be combined with other more efficient but less accurate fitting techniques by computing initial MAPs with those techniques and improving these MAPs with the approach presented in this paper.
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1 Introduction

Traffic measurements show that real network traffic has a high variability and a non-negligible autocovariance over long distances. Different studies observed properties like self-similarity, fractality and long range dependency combined with heavy tailed distributions [11, 13]. The adequate capturing of these properties is one of the key aspects in modeling telecommunication systems since the approximation of real traffic by a Poisson process can result in a significant underestimation of response times and blocking probabilities. Consequently, a large number of traffic models has been developed in the last decade. Of particular interest are Markovian models for traffic description since they can be used in analytical models and they are easy to integrate in simulation models. Although Markovian models cannot describe non-exponential asymptotic behavior which sometimes has been observed, it seems that they can approximate these behaviors arbitrarily well over huge time scales and are therefore often an adequate model for the description of interarrival or service times. Furthermore, Markovian Arrival Processes (MAPs) can be used to describe and model correlated data.


\** This research is partially supported by DFG, SFB 358
streams which often appear in practice. The major problem in the practical use of phase type distributions and MAPs is the appropriate parameterization of the distributions to match some measured traffic stream. Unfortunately, parameterization of general phase type distributions results in a nonlinear optimization problem such that usually only a few traffic characteristics are approximated by the phase type distribution. Especially the autocorrelation structure which is present in many real traffic streams is not considered in phase type approximations. In this paper we present a new heuristic approach to fit the parameters of a MAP according to some measured data stream. The proposed approach uses an EM-algorithm and is an extension of an approach that has been published recently for the fitting of parameters of hidden Markov chains [19].

The paper is structured as follows: In the next section basic definitions and notations are introduced. In this section also MAPs and their analysis are considered and a brief overview of basic fitting approaches for phase type distributions is given. Afterwards, in section 3, the new fitting procedure is introduced and its effort is analyzed. In section 4, the method is validated by different examples.

2 Basic Definitions and Notations
2.1 Basic Notation
Vectors and matrices are denoted as bold-faced small and capital letters. Elements are described using brackets. Vectors are row vectors, if not explicitly mentioned. $a^T$ and $A^T$ are the transposed vector $a$ and matrix $A$, respectively. $\mathbf{I}$ and $\mathbf{e}$ are the identity matrix and identity vector and $e_x$ is a vector with 1 in position $x$ and 0 elsewhere. Sets are denoted by calligraphic letters except the sets of (non-negative) real numbers $\mathbb{R}$ ($\mathbb{R}_+$) and natural numbers $\mathbb{N}$. $|S|$ denotes the number of elements in set $S$.

2.2 Data Sets and their Characteristics
We consider the fitting of traces resulting from measured interarrival or service times. A trace $T$ is defined as a sequence of $m$ times $t_i > 0$ ($i = 1, \ldots, m$). The $i$-th moment of the trace and the variance are estimated as

$$\mu_i = \frac{1}{m} \sum_{j=1}^{m} (t_j)^i \quad \text{and} \quad \sigma^2 = \frac{1}{m-1} \sum_{j=1}^{m} (t_j - \mu_1)^2 .$$

The autocorrelation of lag $k$ is estimated from

$$\rho_k = \frac{1}{(m-k-1)\sigma^2} \sum_{j=1}^{m-k} (t_j - \mu_1)(t_{j+k} - \mu_1) .$$

The distribution function of a trace is a step function with $m$ steps whose values are defined as

$$FT_T(t) = \frac{\sum_{j=1}^{m} \delta(t_j \leq t)}{m} ,$$

where $\delta(b)$ for a boolean expression $b$ equals 1 if the expression is true and 0 otherwise.
2.3 Markovian Arrival Processes (MAPs)

Let $Z(t)$ be an irreducible Markov chain with generator matrix $Q$ and state space $S = \{0, \ldots, n-1\}$. Furthermore let $D_0$ and $D_1$ be two matrices such that $D_1$ is non-negative, $Q(x, y) - D_1(x, y) \geq 0$ for $x \neq y$, $D_1(x, x) \geq 0$ and $D_0 = Q - D_1$. $D_0$ is the generator matrix of an absorbing Markov chain. Matrix $D_0$ includes as off-diagonal elements transition rates of the Markov chain that do not correspond to an arrival and in the main diagonal the negative sum of all arrival rates out of a state are collected. Matrix $D_1$ contains transition rates that are accompanied by an arrival. Consequently, we define a MAP as $\mathcal{M} = (D_0, D_1)$. The class of MAPs contains as subclasses all the different distributions of the phase type like hyperexponential-, Erlang-, Cox- or PH-distributions and it also contains MMPP which are MAPs where $D_1$ is a diagonal matrix.

The stationary distribution of a MAP is defined as the solution of $\pi Q = 0$ with $\pi e^T = 1.0$. From the stationary distribution the distribution immediately after an arrival can be computed as $\pi' = \pi D_1/(\pi D_1 e^T)$. The column vector of the $i$-th conditional moments is given as the solution of the set of equations $D_1 m^{(i)} = -i \cdot m^{(i-1)}$ where $m^{(0)} = e^T$ and $m^{(i)}$ is the column vector of conditional $i$-th moments. I.e., if the MAP is in state $x$, then $m^{(i)}(x)$ is the $i$-th moment of the time to the next arrival. The absolute moments are then given by $E[T^{(k)}] = \pi' m^{(k)}$. The autocorrelation of order or lag $k$ ($k \geq 1$) is computed from [12]

$$E[\rho_k] = \frac{E[T^{(1)}] \pi \left( \frac{E[T^{(1)}]^k}{E[T^{(2)}]} - E[T^{(1)}] \right)}{E[T^{(2)}] - (E[T^{(1)}])^2}.$$

The value of the distribution function at time $t \geq 0$ results from $F_T(t) = \pi' D_0[t] e^T$ with $D_0[t] = \text{exp}(D_0 t)$ which is usually computed using the randomization technique [18] with the relation

$$D_0[t] = \sum_{k=0}^{\infty} \beta(k, \alpha t)(P_0)^k,$$

where $P_0 = D_0/\alpha + I$, $P_1 = D_1/\alpha$, $\alpha \geq \max_{x \in S}|D_0(x, x)|$ and $\beta(k, \alpha t) = \text{exp}(-\alpha t)/(\alpha t)^k/k!$, the probability of $k$ jumps of a Poisson process with rate $\alpha$ in the interval $[0, t]$. For a practical implementation, the infinite sum is truncated from the left by starting the summation with value $l \geq 0$ and to the right by ending the summation with value $r < \infty$ to compute the Poisson probabilities up to machine precision [5]. The number of required iteration is in $O(\alpha t)$ for large values of $\alpha t$. Thus, in randomization, probabilities are computed from a discrete time Markov chain and a Poisson process. This feature will be exploited for the development of an EM-algorithm for MAP-parameter fitting.

2.4 Fitting Procedures for phase type distributions and MAPs

A large number of methods exist to fit PH-distributions according to measured data [6, 10]. Methods can be distinguished whether they perform the fitting based
on the complete trace or by using some information extracted from the trace. Most known methods belong to the second class and approximate some quantities of the data by an appropriate phase type distribution. However, if only some quantities are matched, it is not clear which quantities of a trace are important and which are not. Some methods exist to use the whole trace for parameter fitting, most of these methods belong to the class of EM-methods like the approach of this paper. Examples of these approaches are [3] where hyperexponential distributions are fitted to approximate Pareto or Weibull distributions and [8] where the former approach is extended by fitting hyperexponential distributions directly from measured data. Another EM-approach which fits phase type distributions by minimizing the Kullback-Leibler distance of the observed empirical distribution and a phase type distribution is given in [2]. In [14] an EM-algorithm for PH fitting is presented which decomposes traces first into subsets to improve efficiency.

The fitting of MAPs in principle can be performed similarly to the fitting of PH-distributions. Unfortunately, MAP-fitting seems to be much more complex than PH-fitting. Nevertheless some older methods are available to fit specific MAPs or MMPPs with few phases [4, 16]. More recently EM-algorithms for the use in performance analysis have been developed. The approaches published in [20, 17] describe packet losses in communication systems by DTMCs and estimate the parameters of the DTMC by an EM-algorithms. In [9, 15] EM-algorithms are presented to fit a batch Markovian arrival process (BMAP) from measured data. The approach presented in [9] is similar to our approach because it also uses randomization in conjunction with an EM-algorithm, but the used EM-algorithm differs slightly from our approach. Our technique is mainly influenced by [19] where an approach is described to model delays in communication systems by continuous time hidden Markov chains. In this approach first the parameters of a discrete time hidden Markov chain are estimated with an EM-algorithm and in a second step the discrete time chain is transformed into a continuous time hidden Markov process. However, in contrast to [19] we directly estimate the parameters of the continuous time process which avoids the often crucial step of transforming a discrete in a continuous time model. Furthermore, the result of our fitting procedure is a MAP and not a hidden Markov chain which is much more natural if times have to be described.

3 EM-Fitting of MAPs

3.1 The likelihood of an observed sequence

In [19] conditional state probabilities for being in a specific state after observing an initial part of the trace and probabilities of observing the remaining part of a trace depending on the current state are given for discrete time hidden Markov chains where elements of the trace are defined by observable states. Our approach has to considers transitions instead of observable states and we apply the approach to the matrices of the continuous time Markov chain after using randomization. Therefore we compute some form of joint densities or likelihoods rather than probabilities. Let $a_t$ be a row vector including in position $x$ the
likelihood of state \( x \) immediately after observing \( t_1, \ldots, t_i \) \( (i \leq m) \)

\[
a^{(i)} = a^{(i-1)}D_0[t_i]P_1 \quad \text{with} \quad a^{(0)} = \pi^T.
\]

(1)

If vector \( a^{(i)} \) is normalized to 1.0, then it includes the conditional state probabilities after the \( i \)-th observation. Similarly we define the backward likelihood in a column vector \( b^{(i)} \).

\[
b^{(i)} = D_0[t_i]P_1 b^{(i+1)} \quad \text{with} \quad b^{(m)} = e^T.
\]

(2)

The normalized vector \( b^{(i)} \) includes in position \( b^{(i)}(x) \) the probability of observing sequence \( t_i, \ldots, t_m \) starting in state \( x \).

The quality of a MAP \( M \) for the approximation of a trace \( T \) can be measured by the value of the likelihood

\[
d(T, M) = \alpha^m a^{(m)} e^T
\]

(3)

where \( a^{(m)} \) is computed from \( M \) as introduced above and \( \alpha \) is the rate used for randomization. Observe that the measure is independent of \( q \) for a given MAP \( M \). MAP \( M \) is a better approximation for trace \( T \) than MAP \( M' \) if \( d(T, M) > d(T, M') \). Thus, a procedure for MAP fitting has to maximize \( d(T, M) \) which, unfortunately, is a complex, highly non-linear optimization problem.

3.2 An EM-algorithm for parameter fitting

The basic idea of our EM-algorithm is to compute the transition likelihoods between states according to transitions with and without arrivals and use the normalized likelihoods as estimates for the transition probabilities in the matrices \( P_0 \) and \( P_1 \). According to the jumps of the Poisson process we define a row vector \( v^{(i), k} = a^{(i)}(P_0)^k \) describing the forward likelihood after \( k \) internal transitions in the \( i \)-th interval. Similarly we can define a backward likelihood as a column vector \( w^{(i), k} = (P_0)^k P_1 b^{(i+1)} \). From these vectors, two \( n \times n \) matrices of transition likelihoods can be defined elementwise as

\[
X_0^{(i)}(x, y) = \sum_{k=l_i}^{r_i-1} \beta(k, \alpha t_i) \sum_{l=0}^{k-1} v^{(i), l}(x) P_0(x, y) w^{(i), k-l-1}(y)
\]

(4)

and

\[
X_1^{(i)}(x, y) = \sum_{k=l_i}^{r_i} \beta(k, \alpha t_i) v^{(i), k}(x) P_1(x, y) b^{(i+1)}(y)
\]

(5)

where \( l_i \) and \( r_i \) are the left and right truncation point for the computation of the Poisson probabilities in the interval \([0, t_i] \). \( X_0^{(i)} \) contains estimates for the likelihood of transitions without arrivals and \( X_1^{(i)} \) estimates for the likelihood of transitions with arrivals. The likelihood values are collected in matrices \( Y_0 \) and \( Y_1 \) such that

\[
Y_0 = \sum_{i=1}^{m} X_0^{(i)} \quad \text{and} \quad Y_1 = \sum_{i=1}^{m} X_1^{(i)}
\]
The normalized matrices

\[
\hat{Y}_0(x, y) = \frac{Y_0(x, y)}{\sum_{z=0}^{n-1} Y_0(x, z) + \sum_{z=0}^{n-1} Y_1(x, z)}, \quad \hat{Y}_1(x, y) = \frac{Y_1(x, y)}{\sum_{z=0}^{n-1} Y_0(x, z) + \sum_{z=0}^{n-1} Y_1(x, z)}
\]

(6)
can afterwards be used as new estimates for \(\hat{P}_0\) and \(\hat{P}_1\). Observe that \(\hat{Y}_0 + \hat{Y}_1\) is a stochastic matrix.

By combination of the introduced steps we obtain an iterative algorithm to fit the parameters of a MAP according to some trace \(T\).

1. Input: trace \(T = (t_1, \ldots, t_m)\)
2. set basic rate \(\alpha\), e.g., \(\alpha = \min_{i=1, \ldots, m}(t_i)^{-1}\);
3. choose randomly \(P_0 \geq 0, P_1 \geq 0\) such that \(P_0 + P_1\) is stochastic;
4. repeat
5. compute \(\pi'\) and set \(a^{(0)} = \pi'\);
6. for \(i = 1\) to \(m - 1\) do
7. compute \(a^{(i)}\) via (1);
8. \(b^{(m)} = e^T\);
9. for \(i = m - 1\) downto 1 do
10. compute \(b^{(i+1)}\) via (2);
11. compute \(X_0^{(i)}\) via (4) and \(X_1^{(i)}\) via (5);
12. \(Y_0 = Y_0 + X_0^{(i)}\) and \(Y_1 = Y_1 + X_1^{(i)}\);
13. \(P_0^{\text{old}} = P_0\) and \(P_1^{\text{old}} = P_1\);
14. \(P_0 = \hat{Y}_0\) and \(P_1 = \hat{Y}_1\);
15. until \(\max\left(\|P_0 - P_0^{\text{old}}\|, \|P_1 - P_1^{\text{old}}\|\right) \leq \epsilon\);
16. \(D_0 = \alpha (P_0 - (\text{diag}(P_0 e^T + P_1 e^T))\) and \(D_1 = \alpha P_1\);
17. Output: \(M = (D_0, D_1)\);

3.3 Improvements and Extensions

Since the problem of parameter fitting of MAPs is complicated and results in a nonlinear optimization problem, we cannot expect to find the global optimum in a single run of the algorithm. However, the approach is very flexible, since it can be started with an arbitrary MAP as input and the quality of the approximation can be measured by computing \(d(T, M)\). Thus, it is usually a good idea to start the algorithm with different MAPs and perform the optimization for the whole trace or a subsequence of the trace to observe the values \(d(T, M)\) for the resulting MAPs. The best MAP, or if different MAPs with similar \(d\)-values are generated these MAPs, can afterwards be used as input for further steps of the algorithm. Alternatively one may start with some MAP resulting from any other method to approximate the trace. E.g., one may use one of the methods presented in [8, 3, 6, 15, 21] to fit first some characteristics of the trace and use the algorithm to improve the MAP or PH-distribution resulting from this fitting. With the choice of the initial MAP, also the number of states is fixed. Since the number of states determines the complexity of the algorithm and the complexity of the optimization problem, a small dimension of the state space reduces the effort,
but might yield a bad approximation. It is very hard to determine a priori the appropriate dimension of the MAP and it is not even clear that an increased number of states always yields a better approximation. This has already been noticed in [19].

Additionally the complexity of the algorithm and also the complexity of the optimization problem depends also the number of non-zero elements in the matrices $P_0$ and $P_1$. If one element $P_0(x,y)$ or $P_1(x,y)$ becomes 0 during the algorithm or is set to 0 right from the beginning, then it will remain 0, because the corresponding values $X_0^{(i)}(x,y)$ computed via (4) and $X_1^{(i)}(x,y)$ computed via (5) will remain 0. If the algorithm is started with sparse matrices, the structure is preserved or additional zero elements are introduced. Thus, the approach may as well be used to fit MMPPs instead of MAPs by starting with an MMPP.

The effort of the approach and also the quality of the fitting depend, among other parameters, on the choice of $\alpha$. In the presented algorithm $\alpha$ is chosen equal to the inverse of the minimum value in the trace. This choice results in a MAP which matches the first moment of the trace, but may yield to long run times. A smaller value of $\alpha$ improves the runtime, but may yield a bad approximation of the trace. However, the first moment can always be exactly matched by rescaling $\alpha$. Assume that the procedure yields a MAP with matrices $P_0$ and $P_1$. Let $\pi$ the stationary distribution of the MAP, then the first moment equals $E[T^{(1)}] = \pi \cdot P_1 e^T / \alpha$. If $\mu_1$ is the first moment of the trace, then setting $\alpha$ to $\alpha \cdot E[T^{(1)}] / \mu_1$ yields a new MAP with the same matrices $P_0$ and $P_1$, but different matrices $D_0$ and $D_1$ which matches exactly the first moment of the trace.

Although the intention of the algorithm is the fitting of processes with some autocorrelation structure and not the fitting of distributions, the technique can also be used to fit distributions. In this case, a PH distribution rather than a MAP is generated. This means that $D_1 = dl_1^T \pi'$ where $dl_1$ is a column vector of length $n$ such that $D_0 e^T + dl_1 = 0$. Let $p_1 = dl_1 / \alpha$ such that $P_0 + p_1 \cdot \pi'$ is a stochastic matrix. Instead of $P_1$ now $p_1$ and $\pi'$ have to be fitted by the algorithm. Since values from a distribution are assumed to be independent, it is not necessary to consider a sequence of times in a trace, instead one can initialize each $a^{(i)}$ with $\pi'$ and $b^{(i)}$ with $e^T$ and perform with these values the computation of the matrix $X_0^{(i)}$ and of the vectors $x_1^{(i)}$ and $z^{(i)}$ which are used to compute new values for $p_1$ and $\pi'$.

Values are computed via

$$x_1^{(i)}(x) = \sum_{k=1}^{r_1} \beta(k, \alpha t_i) w_v^{(i),k}(x) p_1(x) \tag{7}$$

and vector $z^{(i)}$ is computed via

$$z^{(i)} = \sum_{k=1}^{r_1} \beta(k, \alpha t_i) w_v^{(i),k} \text{ where } w_v^{(i),k} = (P_0)^k p_1^T. \tag{8}$$

Define the weight of the $i$-th transition as

$$\xi^{(i)} = \left( \sum_{k=1}^{r_1} x_1^{(i)}(x) \right)^{-1} \tag{9}$$
From the weights $\xi^{(i)}$, the vectors $x_1^{(i)}$, $z^{(i)}$ and the matrix $X_0^{(i)}$, which is generated as shown in (4) using vectors $w^{(i,k)}$ from (8), a new vector $p_1$ and a new matrix $P_0$ are generated.

$$P_0(x,y) = \frac{\sum_{i=1}^{m} \xi^{(i)} X_0^{(i)}(x,y)}{\sum_{i=1}^{m} \sum_{z=0}^{n-1} \xi^{(i)} X_0^{(i)}(x,z) + \sum_{i=1}^{m} \sum_{z=0}^{n-1} \xi^{(i)} x_1^{(i)}(z)}$$

(10)

and

$$p_1(x) = \frac{\sum_{i=1}^{m} \xi^{(i)} x_1^{(i)}(x)}{\sum_{i=1}^{m} \sum_{z=0}^{n-1} \xi^{(i)} X_0^{(i)}(x,z) + \sum_{i=1}^{m} \sum_{z=0}^{n-1} \xi^{(i)} x_1^{(i)}(z)}$$

(11)

The new vector $\pi'$ is chosen in a way that the likelihood is maximized.

$$\pi'(x) = \begin{cases} 1 & \text{if } z^{(i)}(x) > z^{(i)}(y) \text{ for all } y = 0, \ldots, n - 1 \\ 0 & \text{otherwise} \end{cases}$$

(12)

If $z^{(i)}$ contains more than one maximal element, one of these elements is chosen. Alternatively one may fix the vector right from the beginning of the algorithm and generate the PH-distribution according to the fixed vector.

### 3.4 Effort of the Fitting Procedure

In this subsection we briefly analyze the asymptotic effort per iteration and the memory requirements of the algorithm. We assume that $m \gg n$ which is a realistic assumption. Since the vectors $a^{(i)}$ are computed starting with $i = 0$ and the vectors $b^{(i)}$ are computed starting with $i = m$, one of both series of vectors has to be precomputed and stored which requires memory in $O(mn)$. We assume that vectors $a^{(i)}$ are first computed. Thus, each iteration starts with the computation of $\pi'$ with an effort in $O(n^3)$. For the computation of the vectors $a^{(i)}$ the randomization approach has to be applied and $O(t_{r\alpha})$ vector matrix products have to be computed to derive $a^{(i)}$ from $a^{(i-1)}$. Let $t_{sv} = 1/m \cdot \sum_{i=1}^{m} t_i$, then all vectors $a^{(i)}$ are computed in $O(mt_{sv}an^2)$. Starting with $i = m$ vectors $b^{(i)}$ are computed and for each $b^{(i)}$ matrix elements $X_0^{(i)}$ and $X_1^{(i)}$ are computed. Vector $b^{(i)}$ is computed from $b^{(i+1)}$ with $O(t_{r\alpha})$ iterations such that the computation of all vectors $b^{(i)}$ requires the same effort than the computation of all vectors $a^{(i)}$. Computation of the matrix elements in step $i$ requires an effort in $O(t_{r\alpha}an^2)$ if $r_i = 0$. For values $t_i \geq \alpha$, the lower index for summation grows (i.e., $r_i > 0$) and the effort shrinks. The normalization of matrix elements requires an effort in $O(n^2)$ which is negligible. Consequently, the overall effort for the computation of the matrix elements is in $O(mt_{sv}an^2)$ which is also the effort for one iteration of the complete algorithm. Vectors $b^{(i)}$ can be stored in the same locations as $a^{(i)}$ and apart from the vectors only a few matrices need to be stored such that memory requirements for the algorithm remains in $O(mn)$. 
4 Experimental Validation

Since the proposed approach is a heuristic which is obviously not guaranteed to find the optimal solution, it is important to validate the results of the approach by means of examples. We consider three different classes of problems for validation. First independent data drawn from different distributions is used as input. For these examples PH-distributions are generated using (10)-(12). Afterwards data is drawn from MAPs, resulting in correlated samples. From these traces MAPs are generated. In a last series of experiments, traces resulting from measurements are used as input. Afterwards we compare the quality of the generated MAPs by analyzing the performance measures for a simple queueing network which is fed with original and the fitted MAP resulting from the EM-algorithm.

We do not present the effort which is required for fitting the different distributions because the number of iterations is very sensitive for the initial MAP, the choice of $\alpha$ and the stopping criterion. Small changes in these parameters result in different runtimes of the algorithm. However, it is interesting to note that the resulting MAP seems to be relatively robust concerning the parameters. Often the resulting MAPs are identical up to the ordering of states. A good strategy is to choose for the first steps of the EM-algorithm a small value of $\alpha$ since this results in less iterations in the randomization steps. If convergence is observed such that the value $d(T,M)$ does not change during some iterations, $\alpha$ is increased for a better approximation. This approach often yields a faster convergence and converges towards a MAP which is identical to the MAP resulting from the procedure with a large value for $\alpha$ right from the beginning. However, this observation is not always true. For the presented examples with $10^3 - 10^4$ samples in the trace the runtimes of the EM-algorithm for $\epsilon = 10^{-6}$ are in the range of 5 minutes to 5 hours on a standard PC.

4.1 Independent Samples from Known Distributions

In this subsection we consider the approximation of four different distributions by phase type distributions with varying numbers of phases. In all cases the PH-distributions are generated from a randomly generated PH-distribution with dense matrix $D_0$ and a vector $d_1$ where all elements are non-zero. All initial PH-distributions result from the same setting of the random number generator.

The first two distributions we approximate are a lognormal distribution with mean 1.0 and standard deviation 1.5 and uniform distribution on the interval $[0.5, 1.5]$. From both distributions we draw a sample of size $10^4$ and generate different PH-distributions from these samples. Table 1 contains the first three moments of the samples and the moments of the generated PH-distributions. Furthermore $\ln(d(T,M))$ is given as measure of the difference between sample and approximating PH-distribution. Observe that a larger value of $d(T,M)$ indicates a better approximation.

In figure 1 the densities of the traces and the corresponding PH-distributions are shown. Densities of traces are approximated by histograms with intervals of width 0.1. For the lognormal distribution, the approximations are good. By
inspection of the different densities it becomes clear that a better approximation of the moments does not necessarily yield a better approximation of the distribution. For the uniform distribution the approximations are less good, although the values for $d(T, M)$ are relatively small for this distribution. The reason is that continuous phase type distributions always have an infinite support and can therefore not exactly approximate distributions with a finite support like the uniform distribution.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & \textbf{Lognormal distribution} & & \textbf{Uniform distribution} & \\
 & \textbf{Trace} & \textbf{PH 2} & \textbf{PH 5} & \textbf{Trace} & \textbf{PH 5} & \textbf{PH 10} & \textbf{PH 20} \\
\hline
$E[T^3]$ & 1.004e+0 & 1.004e+0 & 1.004e+0 & 9.960e-1 & 9.960e-1 & 9.960e-1 & 9.960e-1 \\
$E[T^5]$ & 4.154e+0 & 3.306e+0 & 3.055e+0 & 1.076e+0 & 1.488e+0 & 1.191e+0 & 1.136e+0 \\
$E[T^3]$ & 1.075e+2 & 2.722e+1 & 2.027e+1 & 1.240e+0 & 2.964e+0 & 1.664e+0 & 1.461e+0 \\
$n(d(T, M))$ & -9.491e+3 & -9.113e+3 & & -6.556e+3 & -3.121e+3 & -2.332e+3 & \\
\hline
\end{tabular}
\caption{Moments and $d$-values for the lognormal and uniform distribution.}
\end{table}

**Fig. 1.** Densities of the traces and the PH-approximations for the first two examples

Next we consider the fitting of two different Weibull-distributions. The first has a shape of 5 and a scale parameter of 1 and the second has a shape of 0.66464 and a scale parameter of 0.6. The second distribution, which is also used as an example in [3], has a decreasing density whereas the density of the first distribution is first increasing and then decreasing. For both distributions a trace with $10^5$ elements is generated and afterwards the EM-algorithm is applied.

For the first version of the Weibull distribution we start with randomly generated phase type distributions with 2, 5, 10 and 20 phases. The results for this distribution are shown in the upper half of table 2 and the resulting densities are printed on the left side of figure 2. The PH-approximation becomes better with an increasing number of phases which can be seen by comparing the measures $d(T, M)$ and by comparing the resulting densities of the phase type distributions with the empirical density of the trace.

The second Weibull distribution has decreasing density function such that the efficient fitting methods of [3, 8] can be applied. As shown in [3] the Weibull distribution can be matched very well with a 6 hyperexponential distribution with 6 phases. This hyperexponential distribution can be transformed into an
Table 2. Moments and d-values for the Weibull distributions.

<table>
<thead>
<tr>
<th>Trace</th>
<th>Weibull distribution (5.0, 1.0)</th>
<th>Weibull distribution (0.66464, 0.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PH 2</td>
<td>PH 5</td>
</tr>
<tr>
<td>$E[T^3]$</td>
<td>9.519e-1</td>
<td>2.476e+0</td>
</tr>
<tr>
<td>$\ln(d(T, M))$</td>
<td>5.806e+2</td>
<td>-1.902e+2</td>
</tr>
</tbody>
</table>

Fig. 2. Densities of the traces for the Weibull distributions and PH-approximations

equivalent Coxian distribution with 6 phases [7]. The corresponding Coxian distribution where the value of $\alpha$ is scaled to fit exactly the first moment of the trace is denoted as CoxFW. Distribution Cox1 results from the use of the EM-algorithm with CoxFW as initial distribution. Cox2 is a Coxian distribution which is computed from a randomly generated initial Coxian distribution with 6 phases. About 10 times more iterations are required to generate Cox2 compared to Cox1. The last distribution, denoted as PH results from a PH-distribution with 6 phases. The densities of the different distributions are shown on the right side of figure 2. Obviously all densities are very similar and match the trace very well. The remaining quantities of the distributions are shown in table 2. The value $d(T, M)$ is minimal for the PH and CoxFW yields the largest value. However, the differences are small which shows that the method of [5] gives excellent results for this kind of distributions.

\footnote{We use Coxian instead of hyperexponential distributions because they can be described more easily using the matrices $D_0$ and $D_1$.}
4.2 Fitting of Data Generated from MAPs

If traces are generated from MAPs or MMPPs, then a significant autocorrelation often exists and cannot be neglected. The same holds for many real data sets.

In this subsection we fit one MAP and one MMPP using the proposed method, before the approach is applied to real data in the following subsection. For both examples one MAP and one MMPP are fitted starting from a randomly generated MAP or MMPP, respectively. First we consider a MAP with 3 states and the following matrices.

\[
D_0 = \begin{pmatrix}
-3.721 & 0.500 & 0.020 \\
0.100 & -1.206 & 0.005 \\
0.001 & 0.002 & -0.031
\end{pmatrix}
\quad \text{and} \quad
D_1 = \begin{pmatrix}
0.200 & 3.000 & 0.001 \\
1.000 & 0.100 & 0.001 \\
0.005 & 0.003 & 0.020
\end{pmatrix}
\]

From this MAP we generate a sample with $5 \cdot 10^3$ elements which is used for fitting a MMPP and a MAP of order 3. Table 3 includes the results of the fitting procedure. The $d$-value in the column Trace describes the $d$-value of the original MAP computed for the trace. It is interesting to note that the $d$-value of the fitted MAP is slightly larger than the $d$-value of the original MAP, whereas the $d$-value for the fitted MMPP is smaller. The autocorrelation of lag 2 of the trace overestimates the true value, whereas the lag 1 autocorrelation is underestimated.

<table>
<thead>
<tr>
<th></th>
<th>orig. MAP</th>
<th>Trace</th>
<th>MAP 3</th>
<th>MMPP 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E[T_1]$</td>
<td>1.0206e+0</td>
<td>1.0686e+0</td>
<td>1.0686e+0</td>
<td>1.0686e+0</td>
</tr>
<tr>
<td>$E[T_2]$</td>
<td>2.717e+1</td>
<td>2.729e+1</td>
<td>2.594e+1</td>
<td>2.642e+1</td>
</tr>
<tr>
<td>$E[T_3]$</td>
<td>2.544e+3</td>
<td>2.288e+3</td>
<td>2.014e+3</td>
<td>2.095e+3</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.30109</td>
<td>0.24200</td>
<td>0.35475</td>
<td>0.35648</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.15824</td>
<td>0.26829</td>
<td>0.27334</td>
<td>0.26800</td>
</tr>
<tr>
<td>$\tau(d(T, M))$</td>
<td>-2.850e-3</td>
<td>-2.833e-3 - 2.924e+3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Moments and $d$-value for the 3-state MAP.

The fitted MAP is described by the matrices

\[
D_0^{(MAP)} = \begin{pmatrix}
-0.873 & 0.006 & 0.000 \\
0.007 & -0.037 & 0.001 \\
0.000 & 0.002 & -3.653
\end{pmatrix}, \quad
D_1^{(MAP)} = \begin{pmatrix}
0.003 & 0.000 & 0.834 \\
0.000 & 0.028 & 0.001 \\
3.636 & 0.008 & 0.007
\end{pmatrix}
\]

and the matrices of the fitted MMPP are

\[
D_0^{(MMPP)} = \begin{pmatrix}
-2.826 & 0.000 & 0.645 \\
0.000 & -0.037 & 0.009 \\
1.839 & 0.026 & -1.865
\end{pmatrix}, \quad
D_1^{(MMPP)} = \begin{pmatrix}
2.181 & 0.000 & 0.000 \\
0.000 & 0.028 & 0.000 \\
0.000 & 0.000 & 0.000
\end{pmatrix}
\]

In both cases only values $\geq 0.0005$ are printed as non-zero values, but most values printed as 0 are very small and can be neglected. Figure 3 includes the densities of the original MAP, the two fitted processes and the approximated density of the trace. Both fitted processes approximate the true density of the MAP and the approximated density of the trace very well, such that no difference between true and fitted density is visible in the figure. Furthermore figure
Fig. 3. Densities and autocorrelations of the 3 state MAP and of the fitted processes.

3 shows the autocorrelations of lag 1 through 20. The autocorrelations of the MAPs and the MMPP are decreasing function with a very regular structure, whereas the autocorrelations of the trace are much more irregular. Furthermore there is a significant difference between the autocorrelations of the MAP and the autocorrelations of the trace generated from this MAP. Consequently, for an accurate representation of the autocorrelation structure a much larger sample size seems to be necessary.

As a second example we consider the fitting of a MMPP with 6 states. The MMPP is described by the following matrices.

\[
D_0 = \begin{pmatrix}
-0.1 & 0.1 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.2 & -1.3 & 0.1 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.2 & -2.3 & 0.1 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.2 & -3.3 & 0.1 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.2 & -4.3 & 0.1 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.2 & -5.2 \\
\end{pmatrix}, \quad D_1 = \begin{pmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.1 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.2 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.3 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.4 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.5 & 0.0 \\
\end{pmatrix}
\]

For the fitting procedure we generate a trace with \(10^4\) elements from the MMPP and fit the parameters of a MAP and a MMPP, both with 6 states. The resulting MAP is characterized by the following matrices.

\[
D_0^{(MAP)} = \begin{pmatrix}
-2.13 & 0.00 & 0.00 & 0.12 & 0.00 & 0.08 \\
0.00 & -0.10 & 0.00 & 0.10 & 0.00 & 0.00 \\
0.20 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.02 & 0.18 & 0.00 & -1.17 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & -4.99 & 0.13 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.09 & -3.64 \\
\end{pmatrix}
\]

and

\[
D_1^{(MAP)} = \begin{pmatrix}
1.86 & 0.00 & 0.00 & 0.07 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.03 & 0.00 & 0.00 & 0.00 & 2.66 \\
0.00 & 0.00 & 0.00 & 0.88 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 4.86 & 0.00 \\
0.00 & 0.00 & 3.55 & 0.00 & 0.00 & 0.00 \\
\end{pmatrix}
\]
Although the resulting MAP differs from the original MMPP, one can notice that the resulting structure similar. For the MMPP, the following matrices are computed.

\[
D_0^{(MMPP)} = \begin{pmatrix}
-1.19 & 0.08 & 0.07 & 0.00 & 0.00 & 0.10 \\
0.12 & -2.51 & 0.00 & 0.03 & 0.00 & 0.00 \\
0.20 & 0.00 & -1.23 & 0.00 & 0.88 & 0.13 \\
0.00 & 0.10 & 0.00 & -4.29 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.07 & 0.00 & -0.79 & 0.72 \\
0.14 & 0.00 & 0.26 & 0.00 & 0.33 & -0.73
\end{pmatrix}
\]

and

\[
D_1^{(MMPP)} = \begin{pmatrix}
1.04 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 2.36 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.02 & 0.00 & 0.00 & 0.00 \\
0.09 & 0.00 & 0.00 & 4.28 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00
\end{pmatrix}
\]

<table>
<thead>
<tr>
<th></th>
<th>Orig. MMPP</th>
<th>Trace</th>
<th>MAP 6</th>
<th>MMPP 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E[T^2])</td>
<td>1.109e+0</td>
<td>1.049e+0</td>
<td>1.049e+0</td>
<td>1.049e+0</td>
</tr>
<tr>
<td>(E[T^3])</td>
<td>1.620e+1</td>
<td>1.449e+1</td>
<td>1.471e+1</td>
<td>1.467e+1</td>
</tr>
<tr>
<td>(E[T^4])</td>
<td>5.646e+2</td>
<td>4.884e+2</td>
<td>5.133e+2</td>
<td>5.086e+2</td>
</tr>
<tr>
<td>(p_1)</td>
<td>0.07505</td>
<td>0.07806</td>
<td>0.07807</td>
<td>0.07705</td>
</tr>
<tr>
<td>(p_2)</td>
<td>0.06884</td>
<td>0.05952</td>
<td>0.06802</td>
<td>0.06154</td>
</tr>
<tr>
<td>(\ln(d(T, M)))</td>
<td>-4.89e-3</td>
<td>-1.824e+3</td>
<td>-4.841e+3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Moments and d-value for the 6 state MMPP.

The difference between the fitted MMPP and the original MMPP is in some sense larger than the difference between the fitted MAP and the original MMPP because the resulting MMPP has 3 states with arrival rates and 3 states with very small arrival rates. Table 4 contains the measures for the original process, the trace and the fitted processes. Again one can see that the fitted MAP has a smaller distance to the trace than the original MMPP, whereas the distance of the fitted MMPP is slightly larger. However, the difference between the moments and first autocorrelations of the two fitted processes and the trace is smaller than the difference between these measures of the trace and the original process which indicates that the fitting procedure reaches a reasonable accuracy. Figure 4 shows the densities and the autocorrelations for the MMPP fitting.

### 4.3 Fitting of Measured Sequences

For fitting real data we use the LBL-TCP-2 trace from the internet archive [1]. From this trace we consider the first \(10^6\) interarrival times. For the fitting of a MAP to this sequence we consider a subset of \(10^3\) consecutive interarrival times. To find an appropriate subsequence for fitting, the trace is divided into \(10^8\) subsequences of length \(10^3\). For all subsequences the first two moments and the autocorrelation of lag 1 and 2 are computed. Afterwards the subsequence
which is nearest to the complete trace according to those measures is chosen for fitting.

<table>
<thead>
<tr>
<th>Trace</th>
<th>Subtrace</th>
<th>MMPP 3</th>
<th>MMPP 5</th>
<th>MAP 3</th>
<th>MAP 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E[T_2]$</td>
<td>5.274e-5</td>
<td>4.990e-5</td>
<td>4.863e-5</td>
<td>4.968e-5</td>
<td>4.673e-3</td>
</tr>
<tr>
<td>$E[T_3]$</td>
<td>1.238e-6</td>
<td>1.044e-6</td>
<td>9.840e-7</td>
<td>9.833e-7</td>
<td>1.060e-6</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.15831</td>
<td>0.14931</td>
<td>0.10666</td>
<td>0.11837</td>
<td>0.11832</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.12172</td>
<td>0.12273</td>
<td>0.11835</td>
<td>0.11578</td>
<td>0.11547</td>
</tr>
<tr>
<td>$\ln(d(T,N))$</td>
<td>4.580e+3</td>
<td>4.580e+3</td>
<td>4.580e+3</td>
<td>4.580e+3</td>
<td>4.580e+3</td>
</tr>
</tbody>
</table>

Table 5. Moments and $d$-value for the LBL-TCP-2 trace.

Four different processes are fitted to the subsequence, namely MAPs of order 3 and 5 and two MMPPs of order 3 and 5. Table 5 contains the moments, the first two autocorrelations and the difference measures for the complete trace, the subsequence used for fitting and the four fitted processes. The results for the two MMPPs and the small MAP are similar with respect to all quantities shown in table 5. The results for the MAP with 5 states are rather different from
the other processes. First of all, the $d$-value is larger for this MAP. However, the higher order moments and also the first two autocorrelations are less good approximations for the quantities of the subtrace. Figure 5 shows the approximated densities of the traces and the densities of the computes MAPs and MMPPs. Furthermore the figure shows the first 20 autocorrelations for the trace and the fitted processes. The densities show a significant difference between the 5 state MAP and the remaining processes. The MMPPs and the 3 state MAP have all densities which are decreasing, whereas the density of the 5 state MAP starts at 0 and reach a value of 396.7 at 0.00025. This behavior is not visible in the trace if intervals of width 0.0005 are used for the approximation of the densities as done for the representation in the figure. However, if this value is reduced the value to 0.00025, then the density of the subtrace is no longer decreasing which explains the better approximation of the subtrace by the 5 state MAP, even with a less good approximation of the moments or the autocorrelations. The plot of the autocorrelations of lag 1 through 20 in figure 5 shows that the subtrace is only a good representation for the original trace if autocorrelations of lag 1 and 2 are considered, for higher order autocorrelations trace and subtrace differ significantly.

4.4 Comparison of Queueing Performance Measures

To evaluate the quality of the approximation of some process by a MAP, apart from measures directly related to the process, also performance measures of some queueing system which is fed with the process may be used. We consider the MAP and MMPP which have been presented section 4.2 as input processes for a queue with finite capacity and exponential service time distribution. Thus, a MMPP/M/1/K and a MAP/M/1/K system are analyzed.

![Fig. 6. Results for the MAP/M/1/K system and its approximations.](image)

First we use the 3 state MAP as an input process for a queue with mean service time 0.5 and determine the mean population and the probability that the queue is completely filled ($p_{\text{full}}$) for capacities varying from 10 through 20. The exact results are compared with the results for a system where the original MAP is substituted by the fitted MAP or MMPP or by an hyperexponential distribution which is derived by fitting the first two moments. Results are shown
in figure 6. If the hyperexponential distribution is used as input process, then the mean population and $p_{fall}$ are overestimated. The MAP and MMPP approximation are much more accurate, $p_{fall}$ is slightly overestimated, whereas the true value for the buffer population lies between both approximations. The approximation by the MAP is slightly better than the MMPP approximation.

![Fig. 7. Results for the MMPP/M/1/K system and its approximations.](image)

The results for the approximation of the 6 state MMPP are shown in figure 7. They are similar to the results of the previous example.

5 Conclusions

In this paper we present an algorithm of the expectation-maximization type to fit the parameters of Markovian arrival processes according to some measured data. The approach is an extension of known approaches from the area of hidden Markov chains and uses the randomization technique to transform the continuous time Markov arrival process into a discrete time process. The presented algorithm is applied to several example traces and it is shown that the resulting Markovian arrival processes capture the trace behavior very well. The presented approach is very flexible because it allows one to generate Markovian arrival processes of arbitrary structures including Markov modulated Poisson processes or phase type distributions, if the correlation is not relevant. The limiting aspect of the algorithm, like most other algorithms of this type, is the relatively high effort. As shown one iteration of the algorithm requires an effort which is proportional to the effort of the randomization method applied to a Markov chain of the size of the fitted process over the time intervals of the trace. The algorithm can be applied to fit traces with a few thousand entries, but not with a million entries. However, to capture heavy tailed distributions or long range dependencies, very long traces have to be used. Consequently, the major aspect for future research is to increase the efficiency of the approach. This can be done by using better initial guesses of the process to reduce the number of iterations or by representing relevant information of a long trace in a more condensed form.
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