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Abstract

This thesis presents the definition of a semantics for probabilistic program language based on probability generating functions (PGFs). A semantics of a program is the meaning of that program and its precise description can be useful for verifying properties of a program like termination [?]. The semantic rules are defined. Additionally, they are analysed regarding the questions of whether they are well-defined and linear. Those properties are fulfilled. PGFs allow a compact representation of a probability distribution of the values of the program variables after the execution of a program. Other stochastic measurements such as expected values can be extracted quite easily given a PGF. Obtaining a PGF resulting from a program instruction with the semantic rules is most challenging for while-loops. Therefore, we develop two proof rules which simplify this. After that, we show that these proof rules can be applied to a while-loop of a certain form. This form allows the while-loop to contain a probabilistic decision based on a set of different probabilities, namely to permute variables and to sum up variables with constants.
Contents
Chapter 1

Introduction

Software is used in a variety of fields which makes comprehensive verification of software a crucial topic in computer science. One approach to software verification is to test it on critical inputs. However, it is difficult to define what a critical input is. In addition, tests cannot guarantee the absence of bugs. Therefore, another approach to software verification is to do it formally with mathematical methods. Such methods can guarantee that the program does what it is supposed to do. One idea on how to formally verify a program is based on formalising the semantics of a program. The semantics of a program is its meaning. Formalizing the semantics of a program has the advantage that we have a precise description of what the program does, regardless of the machine it is executed on. This description can be checked in order to verify that the program behaves correctly. In this bachelor thesis, we study a novel approach for a semantics for probabilistic programs. Since we look at probabilistic programs we are interested in the probability distribution of the variables after a program is executed. In addition, it is interesting to know the probability of termination of a program. With our semantics, the probability of termination and the probability distribution of the variables can be computed easily for all program instructions except for loops. For a while-loop, we have to do a more complex analysis to obtain the probability distribution of the variables after its execution. In contrast to the computation of the semantics of the other instructions a program can have (assignments etc.), this analysis cannot always be done by a computer. This makes loops difficult to verify. We try to develop proof rules which allow us to simplify this analysis in certain cases such that it can be done at least partially by a computer.

The semantic rules we define are based on probability generating functions (PGFs). PGFs are one possibility for describing a probability distribution. They give us the chance to extract stochastic measurements such as the expected value of a variable after the execution of the program. This extraction can be done quite easily compared to
other descriptions of probability distributions such as probability mass functions. The first chapter is devoted to PGFs and how we can extract stochastic measurements from them. The second chapter gives an overview of semantics and we define the rules of our semantics. Since it is quite difficult to compute the result of a while-loop, in Chapter 3 we propose some proof rules which let us deal with while-loops of a certain form in an efficient way.
Chapter 2

Preliminaries

In this bachelor thesis we formalise the semantics of a probabilistic program. With that, we want to analyse probabilistic programs. To do this we have to deal a lot with probability distributions. One way to represent a probability distribution is as a formal power series. This has the advantage that we can easily manipulate those series and obtain stochastic measurements like the expected value or the variance [?, ?]. Therefore, this chapter has three parts: One is about formal power series, one about PGFs and the last part is about semantics in general and the underlying theory of domains.

2.1 Formal Power Series

To understand what a formal power series is, we start a few steps earlier and explore the properties of a polynomial. A polynomial is a sum of a number of terms, each made up of a variable raised to some power multiplied by some coefficient.

Definition 2.1.1 (Polynomial of Degree n [?]).
A polynomial $a$ of degree $n$ is an expression of the form:

$$a = \sum_{i=0}^{n} a_i X^i \quad \text{with } a_n \neq 0.$$

Normally $X$ is an unknown variable and $a_i \in \mathbb{R}$ [?]. A polynomial can be represented by the sequence of its coefficients ($a_0, ..., a_k, 0, ...$). This representation is unique [?].

In contrast to polynomials formal power series are basically polynomials with an infinite degree [?].
**Definition 2.1.2 (Formal Power Series).**
A formal power series $a$ is an expression of the form [?]:

$$a = \sum_{i \in \mathbb{N}} a_i X^i \triangleq$$

Like polynomials, any formal power series can be uniquely represented by the sequence of its coefficients $(a_0, a_1, \ldots)$ [?]. We can now ask ourselves what the *formal* in *formal power series* means. The *power series* is obvious: we have a series where the power of $X$ is different for every term. The *formal* is meant to emphasise that we treat those power series as algebraic objects and not as analytic objects. If we look at a power series from an analytic point of view we are interested in convergence of this series for specific values of $X$. For any value of $X$ the power series converges or diverges and we have to take that into account when carrying out operations. However, when looking at *formal* power series we take the power series as algebraic objects and the question of convergence is subordinate even when carrying out operations [?].

In order to specify that we look at a certain coefficient of a formal power series, we use the following notation:

**Definition 2.1.3 (Referring to Certain Coefficients of a Formal Power Series).**
Let $a = \sum_{i \in \mathbb{N}} a_i X^i$ be an formal power series. Then for all $i \in \mathbb{N}$, the following notation is used

$$\left[X^i\right] a = a_i.$$

**Operations on Formal Power Series**

We can carry out several operations on formal power series like addition, subtraction, scalar-multiplication and derivation [?, ?]. All the operations work very similar to applying those operations on polynomials.

- **Addition/Subtraction**: Addition and subtraction is done coefficient-wise [?].

  $$\sum_{i \in \mathbb{N}} a_i X^i \pm \sum_{i \in \mathbb{N}} b_i X^i = \sum_{i \in \mathbb{N}} (a_i \pm b_i) X^i$$

- **Multiplication**: The multiplication is done by the Cauchy product rule [?].

  $$\sum_{i \in \mathbb{N}} a_i X^i \cdot \sum_{i \in \mathbb{N}} b_i X^i = \sum_{i \in \mathbb{N}} c_i X^i \quad \text{with} \quad c_i = \sum_{n=0}^{i} a_n b_{i-n}$$
2.1 Formal Power Series

In particular:

\[ c \cdot \sum_{i \in \mathbb{N}} a_i X^i = \left( c + \sum_{i \geq 1} 0 \cdot X^i \right) \cdot \sum_{i \in \mathbb{N}} a_i X^i = \sum_{i \in \mathbb{N}} c \cdot a_i X^i, \quad \text{and} \]

\[ X^m \cdot \sum_{i \in \mathbb{N}} a_i X^i = \left( X^m + \sum_{i \in \mathbb{N} \setminus \{m\}} 0X^i \right) \cdot \sum_{i \in \mathbb{N}} a_i X^i = \sum_{i \in \mathbb{N}} a_i X^{i+m}, \quad \text{for all } m \geq 0 \]

- **Derivation:** The derivation of a polynomial is obtained by reducing all exponents by one and multiplying the corresponding coefficient with the original exponent. Exactly the same is done for formal power series and we get the following formal power series for the first and second derivation \[ ?, \, ? \]. Suppose \( f(X) = \sum_{i \in \mathbb{N}} a_i X^i \) is a formal power series.

\[
\frac{\partial f}{\partial X} = \sum_{i \in \mathbb{N}} (i + 1)a_{i+1}X^i = \sum_{i \in \mathbb{N}} i a_i X^{i-1}
\]

\[
\frac{\partial^2 f}{\partial X^2} = \sum_{i \in \mathbb{N}} i(i + 1)a_{i+2}X^i = \sum_{i \in \mathbb{N}} i(i - 1)a_i X^{i-2}
\]

We can ask ourselves why the second notion with \( X^{i-1} \) and \( X^{i-2} \) respectively is valid since we defined formal power series such that the powers are always positive. In fact, all terms where the power of \( X \) is less than 0 are zero since \( i \) or \( i - 1 \) are zero in that case.

In general, the notation \( \frac{\partial^i f}{\partial X^i} \) denotes the \( i \)-th (partial) derivation with respect to \( X \).

**Multivariate Formal Power Series**

There exist polynomials with more than just one unknown variable, for example we can define a polynomial \( \sum_{0 \leq i_1, \ldots, i_k \leq n} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \) \[ ? \]. This concept can be transferred to the theory of formal power series and we can define a formal power series with multiple unknown variables \[ ? \].

**Definition 2.1.4** (Multivariate Formal Power Series).

A formal power series \( a \) with an arbitrary number of unknown variables is an expression
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of the form \( [?]\):

\[
a = \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}
\]

\( \Delta \)

With that definition in mind, we can define all the operations we have defined for formal power series with exactly one unknown for the multivariate case.

Let \( f(X_1, \ldots, X_k) \) be the formal power series \( \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \).

- **Addition/Subtraction** \( [?]\):

\[
\sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \pm \sum_{i_1, \ldots, i_k \in \mathbb{N}} b_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} = \sum_{i_1, \ldots, i_k \in \mathbb{N}} (a_{i_1, \ldots, i_k} \pm b_{i_1, \ldots, i_k}) X_1^{i_1} \cdots X_k^{i_k}
\]

- **Multiplication**: Multiplication is done by the Cauchy product rule \( [?]\).

\[
\left( \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \right) \cdot \left( \sum_{i_1, \ldots, i_k \in \mathbb{N}} b_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \right) = \sum_{i_1, \ldots, i_k \in \mathbb{N}} c_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}
\]

with \( c_{i_1, \ldots, i_k} = \sum_{n_1, \ldots, n_k \in \mathbb{N}} a_{n_1, \ldots, n_k} \cdot b_{i_1-n_1, \ldots, i_k-n_k} \) for all \( j \in \{1, \ldots, k\} \)

In particular:

\[
c \cdot \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}
\]

\[
= \left( c + \sum_{i_1, \ldots, i_k \in \mathbb{N} \setminus \{0\}} 0 X_1^{i_1} \cdots X_k^{i_k} \right) \cdot \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}
\]

\[
= \sum_{i_1, \ldots, i_k \in \mathbb{N}} c \cdot a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}, \text{ and}
\]

\[
X_j^m \cdot \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k}
\]

\[
= \left( X_1^0 \cdots X_j^m \cdots X_k^0 + \sum_{i_1, \ldots, i_k \in \mathbb{N} \setminus \{0 \}} 0 X_1^{i_1} \cdots X_k^{i_k} \right)
\]
2.2 Probability Generating Functions

\[ \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} = \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_{i_j + m}^{i_j} \cdots X_k^{i_k} \quad \text{for all } m \geq 0 \]

**Derivation:** In contrast to univariate formal power series, with several unknown variables we can compute partial derivations with respect to any of the unknown variables [?].

\[ \frac{\partial f}{\partial X_j} = \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_j^{i_j - 1} \cdots X_k^{i_k} \]

**Convergence**

Although we said at the beginning that the question of convergence of a specific formal power series is secondary when carrying out operations, it is still interesting to think about convergence. There are some formal power series for which a closed form exists [?]. The most important for this bachelor thesis is the geometric series which converges for \(|Z| < 1\) or if we do not insert any values for the unknown variables [?, ?]:

\[ \sum_{i \in \mathbb{N}} Z^i = \frac{1}{1 - Z} \]

Of course, \(Z\) can be a product of unknown variables and coefficients.

2.2 Probability Generating Functions

There exists a method for combining the concepts of probability distributions and formal power series which we will now introduce [?].

**Generating Functions**

In the last section, we noticed that any formal power series could be uniquely represented by the sequence of its coefficients. In fact the converse is also true: All sequences of numbers can be represented by a formal power series [?]. Let \(\{a_i\}_{i \in \mathbb{N}}\) be a sequence. Then this sequence can be represented by the formal power series:

\[ \sum_{i \in \mathbb{N}} a_i X^i. \]
This formal power series is then called the *generating function* of the original sequence [?].

Of course, the number and name of unknown variables of this formal power series can differ depending on what representation is convenient for our application (as done in [?]).

### Probability Generating Functions

Normally we represent the probability distribution of a discrete random variable $X$ as a probability mass function [?, ?]:

$$\mu : \mathbb{N} \rightarrow [0, 1], \ i \mapsto \Pr(X = i)$$

All the probabilities sum up to a value less than or equal to one [?]. So

$$\sum_{i \in \mathbb{N}} \mu(i) \leq 1.$$ 

We can define a sequence based on the probability mass function:

$$\{\mu(i)\}_{i \in \mathbb{N}}$$

This sequence – the probability distribution – can also be represented as a generating function: the *probability generating function (PGF)*.

$$G_{\mu} = \sum_{i \in \mathbb{N}} \mu(i)X^i$$

We have to be aware of the fact that we have two different symbols $X$ and $\mathbf{X}$ with two different meanings. On the one hand, $\mathbf{X}$ is a random variable which can be any natural number. On the other hand, $X$ is the unknown variable of the PGF. As such it can be set to any value we like. So if we write $G_{\mu}(1)$, it does not infer that the random variable $X = 1$. So in particular, $G_{\mu}(1) \neq \Pr(X = 1)$. The values of the random variable $X$ and the probability associated with that value correspond to the power of $X$ and a coefficient. So if $\mu(j)X^j$ is a term of the PGF, it means that $\Pr(\mathbf{X} = j) = \mu(j)$.

There are also PGFs for the multivariate case [?]. If we have $k$ discrete random variables and the probability mass function is given by

$$\mu : \mathbb{N}^k \rightarrow [0, 1], \ (i_1, ..., i_k) \mapsto \Pr(X_1 = i_1, ..., X_k = i_k)$$

[?],
then the corresponding PGF is

\[ G_\mu = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k) X_1^{i_1} \cdots X_k^{i_k} \]

We can operate on a PGF as on any other formal power series. So we can add and subtract PGFs, multiply them or obtain their derivation \([?]\).

### Computation of Stochastic Measurements

We can easily extract stochastic measurements such as the expected value or the variance from PGF of a univariate or multivariate discrete distribution. In addition, we can extract the sum of all the coefficients and single coefficients \([?, ?]\). Now, the different operations are explained for the uni- and multivariate case.

### Univariate Case

Let \(X\) be a random variable and \(G_\mu\) be the PGF for the univariate distribution of this variable.

- **Extraction of coefficients**: Extracting the coefficient \(a_0\) is done by setting \(X\) to zero. Then, the PGF sums up to \(\mu(0)\) since \(X^i = 0^i = 0\) for all \(i \neq 0\), so:

  \[ [X^0]f = \mu(0) = \sum_{i \in \mathbb{N}} \mu(i)0^i = G_\mu(0) \]

  If we look at the first derivation we see that the coefficient of \(X^0\) is \(1 \cdot a_1\). Hence, if we set \(X\) to zero, the formal power series would sum up to \(1 \cdot a_1\), so:

  \[ [X^1]f = \mu(1) = \sum_{i \in \mathbb{N}} i \mu(i)0^{i-1} = G'_\mu(0) \]

  The first coefficient for which the extraction is a bit more complex is \(a_3\). We look at the third derivation and see that the coefficient of \(X^0\) is \(3 \cdot 2 \cdot 1 \cdot a_3\). So we can extract the coefficient \(a_3\) if we set \(X\) to zero and divided the value by \(3 \cdot 2 \cdot 1 = 3! = 6\), we get:

  \[ [X^3]f = \mu(3) = \frac{1}{3!} \sum_{i \in \mathbb{N}} i(i-1)(i-2) \mu(i)0^{i-3} = \frac{G'_\mu(0)}{3!} \]
We can generalize that and get the following form \([?]\):

\[
[X^i] f(X) = \mu(i) = \frac{\partial^i f}{\partial X^i}(0)
\]

We need to divide the derivation by \(i!\), because we have to take into account that due to the process of the derivation all the coefficients get multiplied with the former powers.

**Compute the probability mass of a PGF:** If we want to know the probability mass a specific PGF represents in total, we have to compute the sum of the coefficients which we get if we set the value of \(X\) to 1 \([?]\).

\[
G_\mu(1) = \sum_{i \in \mathbb{N}} \mu(i)
\]

Since this series and all of its partial sums are bounded by 1, this series always converges \([?]\).

**Expected value**

We can express the mean or expected value as follows:

\[
E(X) = \sum_{i \in \mathbb{N}} i \mu(i)
= \lim_{X \to 1} \sum_{i \in \mathbb{N}} i \mu(i) X^{i-1}
= G'_\mu(1) \quad [?]
\]

**Variance:** To extract the variance we use the formula

\[
\text{Var}(X) = E(X^2) - (E(X))^2 \quad [?].
\]

We already know from our results from above that

\[
(E(X))^2 = (G'_\mu(1))^2
\]

Now, we have to see how we can relate \(E(X^2)\) to the PGF.

\[
E(X^2) = \sum_{i \in \mathbb{N}} i^2 \mu(i)
= \sum_{i \in \mathbb{N}} (i^2 - i + i) \mu(i)
= \sum_{i \in \mathbb{N}} (i(i - 1) + i) \mu(i)
\]
2.2 Probability Generating Functions

\[\sum_{i \in \mathbb{N}} i(i - 1)\mu(i) + \sum_{i \in \mathbb{N}} i\mu(i) = \lim_{X \to 1} \sum_{i \in \mathbb{N}} i(i - 1)\mu(i)X^{i-2} + \lim_{X \to 1} \sum_{i \in \mathbb{N}} i\mu(i)X^{i-1} = G''_{\mu}(1) + G'_{\mu}(1)\]

Other stochastic measurements like the standard deviation can also be obtained using the PGF [?].

Multivariate Case

For the multivariate case we get analogue formulas, but now we take into account that we have more than one random variable.

Let \(X_1, \ldots, X_k\) be random variables and \(G_{\mu}\) be the PGF for the multivariate distribution of those variables. Then we get the following formulas for extracting a coefficient, the sum of the coefficients, expected value and the variance.

- **Extraction of coefficients:** Now, if we want to extract a coefficient we have to do it with respect to all the unknown variables (proof in the appendix, page ??).

\[
\left[\begin{array}{ccc}
n_1 & \cdots & n_k \\
X_1^{n_1} & \cdots & X_k^{n_k}
\end{array}\right] G_{\mu} = \mu(n_1, \ldots, n_k) = \frac{\partial^{n_1}}{i_1! \partial X_1^{i_1}} \left( \frac{\partial^{n_2}}{i_2! \partial X_2^{i_2}} \left( \cdots \left( \frac{\partial^{n_k}}{i_k! \partial X_k^{i_k}} \right) \cdots \right) \right)(0, \ldots, 0)
\]

- **Coefficient sum:** The sum of the coefficients is computed as before:

\[
G_{\mu}(1, \ldots, 1) = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k)
\]

As all partial sums of this series are bounded by 1 and all coefficients are positive, this series converges [?].

- **Expected value of one random variable:** This is done as for the univariate case, only that we now take into account that we have more than just one random variable. That way, we have to use the first partial derivation of the PGF with respect to the random variable whose expected value we want to extract [?].

\[
E(X_j) = \frac{\partial G_{\mu}}{\partial X_j}(1, \ldots, 1)
\] (2.1)

- **Variance:** As for the expected value we now extract the variance with respect to
one random variable $X_j$. For the univariate case this was done with the formula:

$$\text{Var}(X_j) = \text{E}(X_j^2) - (\text{E}(X_j))^2$$

From Equation (2.1) we can deduce

$$(\text{E}(X_j))^2 = \left(\frac{\partial G_{\mu}}{\partial X_j}(1, \ldots, 1)\right)^2$$

We now have to relate $\text{E}(X_j^2)$ to the PGF.

$$\text{E}(X_j^2) = \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j^2 \mu(i_1, \ldots, i_k)$$

$$= \sum_{i_1, \ldots, i_k \in \mathbb{N}} (i_j^2 - i_j + i_j) \mu(i_1, \ldots, i_k)$$

$$= \sum_{i_1, \ldots, i_k \in \mathbb{N}} (i_j(i_j - 1) + i_j) \mu(i_1, \ldots, i_k)$$

$$= \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j(i_j - 1) \mu(i_1, \ldots, i_k) + \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j \mu(i_1, \ldots, i_k)$$

$$= \lim_{X_1, \ldots, X_k \to 1} \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j(i_j - 1) \mu(i_1, \ldots, i_k) X_1^{i_1} \cdots X_j^{i_j-2} \cdots X_k^{i_k} + \lim_{X_1, \ldots, X_k \to 1} \sum_{i_1, \ldots, i_k \in \mathbb{N}} i_j \mu(i_1, \ldots, i_k) X_1^{i_1} \cdots X_j^{i_j-1} \cdots X_k^{i_k}$$

$$= \frac{\partial^2 G_{\mu}}{\partial X_j^2}(1, \ldots, 1) + \frac{\partial G_{\mu}}{\partial X_j}(1, \ldots, 1)$$

Together, we obtain the following formula:

$$\text{Var}(X_j) = \frac{\partial^2 G_{\mu}}{\partial X_j^2}(1, \ldots, 1) + \frac{\partial G_{\mu}}{\partial X_j}(1, \ldots, 1) - \left(\frac{\partial G_{\mu}}{\partial X_j}(1, \ldots, 1)\right)^2$$

These formulas should give as a good insight on how easily we can extract stochastic measurements from the PGF.

**Convergence**

When we looked at convergence for the formal power series, we mentioned the geometric series

$$\sum_{i \in \mathbb{N}} Z^i = \frac{1}{1 - Z}.$$
It converges for a value of $|Z| < 1$. Because from now on we look only at PGFs we know that since all the coefficients are positive and their sum is less equal to one, series with such a format converge. To illustrate this, we give an example:

*Example 2.2.1 (Closed Form of a PGF with the Rule for Geometric Series).*

Suppose we have the following probability mass function:

$$
\mu : \mathbb{N} \rightarrow [0, 1], \ i \mapsto \left(\frac{1}{2}\right)^{i+1}
$$

So the probability that $X$ has the value zero is 0.5, the probability that $X$ has the value one is 0.25 and so on. Based on that mass function we have the PGF $G_\mu$:

$$
G_\mu = \sum_{i \in \mathbb{N}} \mu(i)X = \sum_{i \in \mathbb{N}} \left(\frac{1}{2}\right)^{i+1}X^i = \frac{1}{2} \sum_{i \in \mathbb{N}} \left(\frac{1}{2}X\right)^i
$$

With the rule for geometric series we get:

$$
G_\mu = \frac{1}{2} \sum_{i \in \mathbb{N}} \left(\frac{1}{2}X\right)^i = \frac{1}{2} \frac{1}{1 - \frac{1}{2}X} = \frac{1}{2 - X}
$$

\[\triangle\]

### 2.3 Theoretical Background on Semantics

This subsection is about denotational semantics and the underlying theory of domains. The semantics of a program is its meaning. There are several ideas on how we can specify the semantics of a program. One of these ideas is denotational semantics. To define a denotational semantics we have to gain some knowledge in domain theory first \[\ldots\]. In this section, we give an introduction to domain theory and after that we will introduce the concept of denotational semantics for a program.

#### Domain Theory

Domain theory is the study of partially ordered sets, known as domains or partial orders. A partial order is a set with a binary relation such that it is reflexive, antisymmetric and transitive.

*Definition 2.3.1 (Partial Order \[\ldots\]).*

Suppose $L$ is a set and $\sqsubseteq \subseteq L \times L$ is a binary relation. Then $(L, \sqsubseteq)$ is called a partial order if the following holds for all $a, b, c \in L$:
• $a \sqsubseteq a$ (reflexivity).
• $a \sqsubseteq b \land b \sqsubseteq a \Rightarrow a = b$ (antisymmetry).
• $a \sqsubseteq b \land b \sqsubseteq c \Rightarrow a \sqsubseteq c$ (transitivity).

\[ \text{Example 2.3.2.} \text{ An example of a partial order is } (\mathbb{N}, \leq) [?] \text{: It is reflexive since all natural } \]
\[ \text{numbers are less than or equal to themselves, it is anti-symmetric since if we have two distinct natural numbers one is less than or equal to the other and not the other way around, and this order is transitive.} \]

We can extend this definition of a partial order to define a complete partial order. In this case, complete means that any ascending chain $d_1 \sqsubseteq d_2 \sqsubseteq ...$ with $d_i \in L$ has a supremum [?]. A supremum is the least upper bound of a set [?]. Ascending chains are called $\omega$-chains and can be defined as follows:

\begin{definition}[$\omega$-Chain [?])
Suppose $(L, \sqsubseteq)$ is a partial order. Then $D = \{d_i | i \in \mathbb{N}\} \subseteq L$ is an $\omega$-chain if
\[ d_i \sqsubseteq d_{i+1} \quad \text{for all } i \in D. \]
\end{definition}

With that in mind a complete partial order can be defined:

\begin{definition} (Complete Partial Order [?])
Suppose $L$ is a set and $\sqsubseteq \subseteq L \times L$ is a binary relation. Then $(L, \sqsubseteq)$ is called a complete partial order if
\begin{itemize}
  \item $(L, \sqsubseteq)$ is a partial order.
  \item All $\omega$-chains $D \subseteq L$ have a supremum in $L$.
\end{itemize}
If there exists an element $\bot \in L$ such that $\bot \sqsubseteq a$ for all $a \in L$, we call that element the \textit{bottom element}.
\end{definition}

\[ \text{Example 2.3.5.} \text{ We can now look at two partial orders and check whether they are also complete partial orders.} \]
\begin{itemize}
  \item Any partial order $(L, \sqsubseteq)$ where $L$ is finite is a complete partial order [?]. If $L$ is finite, every $\omega$-chain also contains finitely many distinct elements. All elements of an $\omega$-chain are related and therefore there is one element which is the maximum of this $\omega$-chain [?].
  \item $(\mathbb{N}, \leq)$ is a partial order but not a complete partial order [?]. We can define the $\omega$-chain $\{i | i \in \mathbb{N}\}$. This $\omega$-chain has no supremum since it contains all natural numbers, which are unbounded [?].
\end{itemize}
2.3 Theoretical Background on Semantics

Denotational Semantics

It is important to understand and formalize the meaning of a program: its semantics. One approach to representing a program’s semantics is to define a function over a domain for each instruction a program can have. So we have an initial value and different functions for different instructions: we have a function modelling an assignment, a function for if-else-constructs etc. The semantics arising from that approach are called denotational semantics. This approach is different from other approaches, like operational semantics which focus on the computational steps the program indicates [?].

To compute the values of variables etc. resulting from a program we apply a function which represents the program on an initial value. This function describes the semantics of the program. The function we apply to that initial value is the composition of the functions for the different program instructions. Hence, the functions of a denotational semantic are compositional. Defining such a function for while-loops and recursion is a bit more involved. One commonly-used idea is to represent loops and recursion as the least fixed points of certain functions [?]. In this bachelor thesis, we take a slightly different approach: In our semantics, the result of the application of the while-loop is defined as the supremum of an $\omega$-chain.
Chapter 3

Probability Generating Function Semantics

We defined a set of rules based on PGFs to formalize the semantics of a probabilistic program. Before we introduce the rules of our semantics, we define a relation $\sqsubseteq$ which relates two multivariate PGFs and show that the set of all PGFs and $\sqsubseteq$ form a complete partial order.

3.1 Our Domain

First, we introduce a set and a binary relation and show that this is a complete partial order. Let $L$ be the set of all multivariate formal power series such that the sum of the coefficients of all those formal power series is less than or equal to 1. Formally:

$$L := \left\{ a = \sum_{i_1, \ldots, i_k \in \mathbb{N}} a_{i_1, \ldots, i_k} X_1^{i_1} \cdots X_k^{i_k} \mid a_{i_1, \ldots, i_k} \in \mathbb{R}, \sum \left[ X_1^{i_1} \cdots X_k^{i_k} \right] a \leq 1 \right\}$$

Since the sum of the coefficients of any formal power series $a \in L$ is less than or equal to one, we could define a probability mass function, taking any coefficient $a_{i_1, \ldots, i_k}$ as the probability that $(x_1 = i_1, \ldots, x_k = i_k)$. In addition, all PGFs are formal power series such that the sum of all coefficients is less than or equal to one. So, $L$ must contain all PGFs.

Now, we define the relation $\sqsubseteq$ on $L$ as such that one formal power series is related to another one if and only if every coefficient is less than or equal to the corresponding coefficient of the other formal power series.
Definition 3.1.1 (Order on $L$).
For two formal power series $a, b \in L$ holds $a \sqsubseteq b$ if and only if
\[
\forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a \leq \left[X_1^{i_1} \cdots X_k^{i_k}\right] b
\]
Analogously $\sqsupseteq$ can be defined on $L$:
\[
a \sqsupseteq b \text{ iff } a \sqsubseteq b \land a \neq b.
\]

We can prove that $(L, \sqsubseteq)$ is a complete partial order. To prove that we have to check whether the order is reflexive, antisymmetric, transitive and whether every $\omega$-chain has a supremum.

Theorem 3.1.2. $(L, \sqsubseteq)$ is a complete partial order.

Proof. Let $a, b, c \in L$, arbitrary.

First, we show that $(L, \sqsubseteq)$ is a partial order. So we prove that $\sqsubseteq$ is reflexive, antisymmetric and transitive.

- Reflexivity: Let $a \in L$. Then
  \[
  \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a = \left[X_1^{i_1} \cdots X_k^{i_k}\right] a
  \]
  \[
  \Rightarrow \quad \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a \leq \left[X_1^{i_1} \cdots X_k^{i_k}\right] a
  \]
  \[
  \iff \quad a \sqsubseteq a \quad \text{(Definition 3.1.1)}
  \]

- Antisymmetry: $a \sqsubseteq b \land b \sqsubseteq a \Rightarrow a = b$

  \[
  a \sqsubseteq b \land b \sqsubseteq a
  \]
  \[
  \iff \quad \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a \leq \left[X_1^{i_1} \cdots X_k^{i_k}\right] b
  \]
  \[
  \land \quad \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] b \leq \left[X_1^{i_1} \cdots X_k^{i_k}\right] a
  \quad \text{(Definition 3.1.1)}
  \]
  \[
  \Rightarrow \quad \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a = \left[X_1^{i_1} \cdots X_k^{i_k}\right] b
  \]
  \[
  \iff \quad a = b
  \]

- Transitivity: $a \sqsubseteq b \land b \sqsubseteq c \Rightarrow a \sqsubseteq c$

  \[
  a \sqsubseteq b \land b \sqsubseteq c
  \]
  \[
  \iff \quad \forall i_1, \ldots, i_k \in \mathbb{N} : \left[X_1^{i_1} \cdots X_k^{i_k}\right] a \leq \left[X_1^{i_1} \cdots X_k^{i_k}\right] b
  \]
3.1 Our Domain

\begin{align*}
\forall i_1, \ldots, i_k \in \mathbb{N} : \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] b \leq \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] c \quad & \text{(Definition 3.1.1)} \\
\Rightarrow \forall i_1, \ldots, i_k \in \mathbb{N} : \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] a \leq \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] c \\
\Leftrightarrow \quad a \sqsubseteq c \quad & \text{(Definition 3.1.1)}
\end{align*}

We have shown that \((L, \sqsubseteq)\) is a partial order. In order to show that \((L, \sqsubseteq)\) is a complete partial order we need to prove that any \(\omega\)-chain \(D \subseteq L\) has a supremum \(s\) and that \(s \in L\). The supremum has the property that all its coefficients are greater-equal to the corresponding coefficients of all \(d \in D\). To obtain such a formal power series we take as coefficients the supremum of the corresponding coefficients of all \(d \in D\). We show that the formal power series we construct by this approach is in fact the supremum of \(D\). After that, we prove that the coefficients of \(s\) sum up to a value less than or equal to 1 such that \(s \in L\).

Let \(D = \{d_k | k \in \mathbb{N} \} \subseteq L\) be any \(\omega\)-chain, such that \(d_k \sqsubseteq d_{k+1}\) for all \(k \in \mathbb{N}\).

**Proposition 1:** \(D\) has a supremum. This supremum is given by

\[
s = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \bigcup \left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \big| d \in D \right\} X_{i_1}^{i_1} \cdots X_{i_k}^{i_k}
\]

First, we show that \(s\) is the supremum of \(D\).

- \(s\) is an upper bound of \(D\).

So for all \(d \in D\), the following must hold:

\[
d \sqsubseteq \sum_{i_1, \ldots, i_k \in \mathbb{N}} \bigcup \left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \big| d \in D \right\} X_{i_1}^{i_1} \cdots X_{i_k}^{i_k}
\]

\[
\Leftrightarrow \forall i_1, \ldots, i_k \in \mathbb{N} : \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \leq \bigcup \left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \big| d \in D \right\} \quad \text{(Definition 3.1.1)}
\]

This is true by definition of the supremum.

- There is no other upper bound \(m\) of \(D\) with \(m \sqsubseteq s\).

Suppose there is such an \(m\). Then there must exist some \(i_1, \ldots, i_k \in \mathbb{N}\) such that for all \(d \in D\), the following holds

\[
\left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \leq \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] m < \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] s = \bigcup \left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \big| d \in D \right\}.
\]

Since \(\bigcup \left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \big| d \in D \right\}\) is the least upper bound of \(\left\{ \left[ X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \right] d \right\}\) that
is a contradiction.

Now, we need to show that \( s \in L \).

**Proposition 2:**

\[
\frac{s'}{s} = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] s \leq 1 \text{ such that } s \in L.
\]

So, we need to prove that the coefficient sum of \( s', s' \), converges to a value less than or equal to one. We take steps to do so:

- Our series has \( k \) countervariables. Most theorems on series deal with series with only one countervariable. In our case we introduce a series with only one countervariable. This series is a rearrangement of \( s' \).
- We show that if this new series converges, it converges to the same value as \( s' \).
- The series with only one countervariable converges to a value less than or equal to one.

We first construct a series with only one countervariable such that this new series is just a rearrangement of the original \( s' \).

The set \( \mathbb{N}^k \) is countable \( [?] \). That means there exists a bijection

\[
g: \mathbb{N} \rightarrow \mathbb{N}^k, i \mapsto (i_1, \ldots, i_k).
\]

We define

\[
(X_1 \cdots X_k)^{(i_1, \ldots, i_k)} = X_1^{i_1} \cdots X_k^{i_k}.
\]

Then we construct the series

\[
\sum_{i \in \mathbb{N}} \left[ (X_1 \cdots X_k)^{g(i)} \right] s.
\]

Since \( g \) is bijective this series is a rearrangement of \( s' \).

If a series converges absolutely to a certain value, all rearrangements of that series also converge to that value. Absolute convergence means that if we take the absolute values of the terms of the original series the series still converges \( [?] \). Since all of the coefficients are positive for \( s' \) and the new series with only one countervariable, those series converge absolutely if they converge. So:

\[
\sum_{i_1, \ldots, i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] s = \sum_{i \in \mathbb{N}} \left[ (X_1 \cdots X_k)^{g(i)} \right] s
\]
3.1 Our Domain

Now, we would like to show that

$$\sum_{i \in \mathbb{N}} [(X_1 \cdots X_k)^{g(i)}] s \leq 1$$

By definition, the limit of the series is the same as the limit of the sequence of its partial sums,

$$\sum_{i \in \mathbb{N}} [(X_1 \cdots X_k)^{g(i)}] s = \lim_{n \to \infty} \sum_{i=0}^{n} [(X_1 \cdots X_k)^{g(i)}] s \quad [?]$$.

In addition, for all $n \in \mathbb{N}$, the following holds

$$\sum_{i=0}^{n} [(X_1 \cdots X_k)^{g(i)}] s = \sum_{i=0}^{n} \bigcup_{d \in D} \{(X_1 \cdots X_k)^{g(i)} d \}$$ by definition of $s$.

Since $D$ is an $\omega$-chain, the sequence $\{(X_1 \cdots X_k)^{g(i)} d_l\}_{l \in \mathbb{N}}$ is monotonic. In addition, all coefficients of all $d \in D$ are bounded by one. So, the sequence $\{(X_1 \cdots X_k)^{g(i)} d_l\}_{l \in \mathbb{N}}$ is monotonic and bounded. As such it converges to its supremum $[?]$. Therefore we have

$$\bigcup_{d \in D} \{(X_1 \cdots X_k)^{g(i)} d \} = \lim_{l \to \infty} [(X_1 \cdots X_k)^{g(i)} d_l]$$.

We can insert that into our equation:

$$\sum_{i=0}^{n} [(X_1 \cdots X_k)^{g(i)}] s = \sum_{i=0}^{n} \bigcup_{d \in D} \{(X_1 \cdots X_k)^{g(i)} d \}$$

$$= \sum_{i=0}^{n} \lim_{l \to \infty} [(X_1 \cdots X_k)^{g(i)} d_l]$$

$$= \lim_{l \to \infty} \sum_{i=0}^{n} [(X_1 \cdots X_k)^{g(i)} d_l]$$

(property of the limit of a sequence $[?]$)

Since all the coefficients are positive, for all $l \in \mathbb{N}$

$$\sum_{i=0}^{n} [(X_1 \cdots X_k)^{g(i)}] d_l \leq \sum_{i=0}^{\infty} [(X_1 \cdots X_k)^{g(i)}] d_l$$.

Because all coefficients are positive any rearrangement of the later series converges to the same value (if it converges). So we have

$$\sum_{i=0}^{\infty} [(X_1 \cdots X_k)^{g(i)}] d_l = \sum_{i_1, \ldots, i_k \in \mathbb{N}} [X_{i_1}^{i_1} \cdots X_{i_k}^{i_k}] d_l.$$
\sum_{i_1,\ldots,i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] d_l \text{ is bounded by 1 and as such converges to a value less than or equal to one. With the estimation of the elements of the two sequences:}

\lim_{l \to \infty} \sum_{i=0}^{n} \left[ (X_1 \cdots X_k)^{g(i)} \right] d_l \leq \lim_{l \to \infty} \sum_{i=0}^{\infty} \left[ (X_1 \cdots X_k)^{g(i)} \right] d_l

= \lim_{l \to \infty} \sum_{i_1,\ldots,i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] d_l

\leq 1.

We use that for our estimation:

\sum_{i=0}^{n} \left[ (X_1 \cdots X_k)^{g(i)} \right] s = \lim_{l \to \infty} \sum_{i=0}^{n} \left[ (X_1 \cdots X_k)^{g(i)} \right] d_l

\leq \lim_{l \to \infty} \sum_{i_1,\ldots,i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] d_l

\leq 1

Since the sequence of the partial sums, \( \left\{ \sum_{i=0}^{n} \left[ (X_1 \cdots X_k)^{g(i)} \right] s \right\}_{n \in \mathbb{N}} \) is monotonic (all coefficients are positive) and bounded by one, the limit of the sequence of partial sums is bounded by 1 [\( \square \)].

In fact, the supremum of the sums of coefficients of \( d \in D \) equals the sum of coefficients of \( s \). This proposition can be useful in other contexts.

**Lemma 3.1.3.** For all \( \omega \)-chains \( D \subseteq L \):

\[ \bigcup \left\{ \sum_{i_1,\ldots,i_k \in \mathbb{N}} \left[ X_1^{i_1} \cdots X_k^{i_k} \right] d \mid d \in D \right\} = \sum_{i_1,\ldots,i_k \in \mathbb{N}} \left[ \bigcup \left\{ X_1^{i_1} \cdots X_k^{i_k} \right\} d \mid d \in D \right\}. \]

The proof can be found in the appendix (page ??).

In the following we will need the definition of convergence for the set \( L \). The definition of convergence requires a metric on the set. Therefore, we define a metric on \( L \) and prove that it is one. A metric is a mapping \( d \) from \( L \times L \) to \( \mathbb{R} \) which is 0 if and only if the input values are the same, always positive, symmetric and satisfies the triangle inequality [\( \square \)]. The mapping we define in the following and for which we will prove that it is a metric
on $L$ maps two values of $L$ to the sum of an absolute values of the differences of their coefficients.

**Definition 3.1.4** (Metric on $L$).

$$d: L \times L \to \mathbb{R}, (a, b) \mapsto \sum_{i_1, \ldots, i_k \in \mathbb{N}} \left| X_1^{i_1} \cdots X_k^{i_k} a - X_1^{i_1} \cdots X_k^{i_k} b \right|$$

\[ \triangle \]

**Theorem 3.1.5.** $(L, d)$ is a metric space.

The proof can be found in the appendix (page ??).

Since there is a general definition of convergence in metric spaces, we can introduce that now with regard to our metric space. The definition of convergence is the same as for $\mathbb{R}$ but with our metric $d$ instead of the absolute value.

**Definition 3.1.6** (Convergence in $(L, d)$ [??]).

A sequence $\{a_n\}_{n \in \mathbb{N}}$ in $(L, d)$ converges to $a \in L$ if for all $\epsilon > 0$ there exists $n_\epsilon$ such that for all $n > n_\epsilon$ there is $d(a_n, n) < \epsilon$.

As for sequences in $\mathbb{R}$ for sequences in $L$ holds that if they are monotonic and bounded, they converge towards their supremum. Since all monotonic sequences in $L$ have a supremum, all monotonic sequences in $L$ are bounded.

**Lemma 3.1.7.** All monotonic sequences in $L$ converge. The limit of a sequence is its supremum.

The proof can be found in the appendix (page ??).

### 3.2 Probability Generating Function Rules

Since we have shown that $(L, \sqsubseteq)$ is a complete partial order, we can now define rules for describing the semantics of a program. Those rules were defined by the research group. First of all, we describe informally the effect of the different statements. Our programs consist of the following constructs:

- **skip**: We do not do anything and just skip the line.
- **abort**: We immediately do not terminate. A program which uses abort will never terminate successfully, either because it encounters an error or because it runs forever.
- $x_j := e$: The value of the program variable $x_j$ is set to the evaluation of the
expression \( e \). In addition, any variable of the program can only be set to a natural number.

- \( P_1; P_2 \): We have a sequence of two programs. \( P_1 \) is executed first and after that \( P_2 \) is executed.
- \( \{P_1\}[p]\{P_2\} \): We have a probabilistic choice between the programs \( P_1 \) and \( P_2 \). With probability \( p \) we continue our execution with program \( P_1 \) or switch to program \( P_2 \) with probability \( (1-p) \).
- \( \text{if } (B) \{P_1\} \text{ else } \{P_2\} \): We have a conditional choice based on the boolean condition \( B \). If the condition is satisfied, we will execute \( P_1 \); if not, we will execute \( P_2 \).
- \( \text{while } (B)\{P\} \): We have a loop with a boolean condition \( B \). As long as that condition is satisfied we execute the loop body \( P \).

At each point of the program each program variable has a certain value with a certain probability. So, our program states are distributions over variables. We represent those probability distributions as PGFs. All PGFs \( G_\mu \) are in \( L \) as \( L \) is the set of all PGFs. Therefore, the probability mass of the distribution corresponds to the probability of termination. Initially, the probability of termination is 1 and all variables are set to zero. So, our initial value is \( 1 = 1X_1^0 \cdots X_k^0 \) if variables \( x_1, \ldots, x_k \) occur in the program. We can now think about functions corresponding to the different programming constructs. Those functions modify the distributions of the variables. We denote the function corresponding to a program construct with brackets \([\quad] \). The functions get a PGF as input and modify this such that the modified PGF represents the effect the instruction had on the program state.

- \([\text{skip}] \{G_\mu\} = (G_\mu)\): The input PGF is not modified, because \text{skip} does not do anything.
- \([\text{abort}] \{G_\mu\} = 0\): A program which uses \text{abort} will never terminate successfully. Hence, the probability mass of our distribution and the probabilities of the variables having any value are zero afterwards.
- \([x_j := e] \{G_\mu\} = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k)X_1^{i_1} \cdots X_j^{e(i_1, \ldots, i_k)} \cdots X_k^{i_k}\): In a PGF, if the unknown variables \( X_1, \ldots, X_k \) have the exponents \( i_1, \ldots, i_k \), the probability that the program state is \( (x_1 = i_1, \ldots, x_k = i_k) \) equals the value of the corresponding coefficient \( \mu(i_1, \ldots, i_k) \). So, the value of an exponent relates to the value of the corresponding program variable. Therefore, we have to modify the exponent of the unknown variable \( X_j \) according to \( e \).
3.2 Probability Generating Function Rules

- \([P_1; P_2] (G_\mu) = [P_2] ([P_1] (G_\mu))\): We modify the given PGF according to \([P_1]\) and \([P_2]\). First, we have to apply \([P_1]\) and after that we apply \([P_2]\) to the PGF we get by applying \([P_1]\) on the given PGF.

- \([\{P_1\} [p] \{P_2\}] (G_\mu) = p \cdot [P_1] (G_\mu) + (1 - p) \cdot [P_2] (G_\mu)\): We have to apply \([P_1]\) to the input PGF and multiply the resulting PGF by \(p\) in order to scale the probabilities according to probabilistic decision made. We do the same thing with the input PGF, \([P_2]\) and \((1 - p)\). We sum the two resulting PGFs.

- \(\langle G_\mu \rangle|_B\): We restrict a PGF to the boolean condition \(B\). That means we only look at the parts of the PGF where the exponents of the unknown variables satisfy the boolean condition \(B\). The formal definition is introduced later.

- \([\text{if } (B) \{P_1\} \text{ else } \{P_2\}] (G_\mu) = [P_1] (\langle G_\mu \rangle|_B) + [P_2] (\langle G_\mu \rangle|_{\neg B})\): We have to restrict the PGF we get to the parts which satisfy \(B\). \([P_1]\) is applied to this part. \([P_2]\) is applied to the part which does not satisfy \(B\).

So far, we left out \([\text{while}(B)\{P\}]\) because it is more complicated than the other rules. We will consider loops later.

**Definition 3.2.1** (Rules for PGF Semantics).

Let \(G_\mu\) be any PGF. The definitions of the rules of our semantics are given by:

\[
\begin{align*}
[\text{skip}] (G_\mu) &= G_\mu \\
[\text{abort}] (G_\mu) &= 0 \\
[x_j := e] (G_\mu) &= \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k) X_1^{i_1} \cdots X_j^{e(i_1, \ldots, i_k)} \cdots X_k^{i_k} \\
[P_1; P_2] (G_\mu) &= [P_2] ([P_1] (G_\mu)) \\
[\{P_1\} [p] \{P_2\}] (G_\mu) &= p \cdot [P_1] (G_\mu) + (1 - p) \cdot [P_2] (G_\mu) \\
[\text{if } (B) \{P_1\} \text{ else } \{P_2\}] (G_\mu) &= [P_1] (\langle G_\mu \rangle|_B) + [P_2] (\langle G_\mu \rangle|_{\neg B})
\end{align*}
\]

\(\triangle\)

To define the rules properly we need to define the bottom-element \(0\) and restriction. Those are defined as follows:
Definition 3.2.2 (0 in PGF Semantics).

0 is the bottom element of \((L, \sqsubseteq)\).

\[
0 = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k)X_{1}^{i_1} \cdots X_{k}^{i_k} \text{ with } \mu : \mathbb{N}^k \to [0, 1], x \mapsto 0
\]

△

Restriction is defined as follows:

Definition 3.2.3 (Restriction).

Let \(G_\mu\) be any PGF.

\[
\langle G_\mu \rangle |_B = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \begin{cases} 
\mu(i_1, \ldots, i_k)X_{1}^{i_1} \cdots X_{k}^{i_k} & i_1, \ldots, i_k \models B \\
0 & \text{otherwise}
\end{cases}
\]

△

Example 3.2.4. To illustrate how these rules work we give an example of a program which contains some of the constructs for which we already have defined rules.

Program 1

1: \{c:=0\} [0.5] \{c:=1\};
2: if (c\neq 0) {
3: \{c:=0\} [0.5] \{c:=1\}
4: } else {
5: abort
6: }

With the notation \(P_{i,j}\) we refer to program from line \(i\) to line \(j\) of the Program 1.

Now, we want to apply our rules and get the probability distribution the program has after the execution. The initial PGF is \(G_\mu = 1 \cdot C^0 = 1\).

\[
\lbrack P_{1,5} \rbrack (1) = \lbrack \{c := 0\}[0.5]\{c := 1\}; P_{2,5}\rbrack (1)
\]

sequential rule \(\lbrack P_1; P_2 \rbrack (G_\mu) = \lbrack P_2 \rbrack (\lbrack P_1 \rbrack (G_\mu))\)

\[
= \lbrack P_{2,5} \rbrack (\{\{c := 0\}[0.5]\{c := 1\}\}) (1))
\]

probabilistic choice rule \(\lbrack \{P_1\} [p] \{P_2\} \rbrack (G_\mu) = p \cdot \lbrack P_1 \rbrack (G_\mu) + (1 - p) \cdot \lbrack P_2 \rbrack (G_\mu)\)

\[
= \lbrack P_{2,5} \rbrack (0.5 \cdot (\{c := 0\}(1)) + 0.5 \cdot (\{c := 1\}(1)))
\]

assignment rule \(\lbrack x_j := c \rbrack (G_\mu) = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k)X_{1}^{i_1} \cdots X_{j}^{c(i_1, \ldots, i_k)} \cdots X_{k}^{i_k}\)

\[
= \lbrack P_{2,5} \rbrack (0.5 \cdot C^0 + 0.5 \cdot C^1)
\]
3.3 While-Loops in Probability Generating Function Semantics

In the chapter about PGFs, we saw that we can extract several pieces of information from a PGF. Among others, we can see that at the end \( c = 0 \) holds with probability 0.25 and \( c = 1 \) with probability 0.25. In addition, we can analyse the probability mass of this PGF. The probability mass of the distribution of the program variables is 0.5. That tells us that Program 3 terminates with probability 1 - 0.5 = 0.5.

3.3 While-Loops in Probability Generating Function Semantics

In order to understand in what way a function \([\texttt{while}(B)\{P\}]\) modifies a given PGF, we can take steps and describe first the scenario of a certain number of executions of a while-loop, \( \texttt{while} \leq k(B)\{P\} \). If we execute the while-loop zero-times, the input PGF is not modified. If we execute the while-loop \((k + 1)\)-times, we apply \( P \) on the input PGF restricted to \( B \) and have to apply the while-loop \( k \) times on the resulting PGF.
This can be formulated as an if-else-construct for which we already defined a rule.

**Definition 3.3.1 (Loop-Unrolling).**

For all $k \in \mathbb{N}$, the loop-unrolling is defined as follows:

\[
\begin{align*}
\left[ \text{while}^{\leq 0}(B) \{ P \} \right] (G_\mu) &= G_\mu \\
\left[ \text{while}^{\leq k+1}(B) \{ P \} \right] (G_\mu) &= \left[ \text{if} \ (B) \left\{ P; \text{while}^{\leq k}(B) \{ P \} \right\} \text{ else } \{ \text{skip} \} \right] (G_\mu)
\end{align*}
\]

**Example 3.3.2.** We see how the loop-unrolling works if we look at the following example.

**Program 2**

1: \( x:=0; \)
2: \{c:=0\} \(0.5\) \{c:=1\}
3: while \( c\neq 0 \) {
4: \( x:=x+1; \)
5: \{c:=0\} \(0.5\) \{c:=1\}
6: }

The PGF resulting from the first part of the program is obtained analogously to Program 1. Therefore \( \llbracket P,2 \rrbracket (1X^0C^0) = 0.5X^0C^0 + 0.5X^0C^1 \). To illustrate how the loop-unrolling works we do one loop-unrolling.

\[
\begin{align*}
\left[ \text{while}^{\leq 1}(B) \{ P \} \right] \left( 0.5X^0C^0 + 0.5X^0C^1 \right) &= \text{definition of loop-unrolling for } k = 1 \\
\left[ \text{while}^{\leq 1}(B) \{ P \} \right] (G_\mu) &= \left[ \text{if} \ (B) \left\{ P; \text{while}^{\leq 0}(B) \{ P \} \right\} \text{ else } \{ \text{skip} \} \right] (G_\mu) \\
&= \left[ \text{if} \ (B) \left\{ P; \text{while}^{\leq 0}(B) \{ P \} \right\} \text{ else } \{ \text{skip} \} \right] (0.5X^0C^0 + 0.5X^0C^1) \quad \text{if-else rule} \\
&= \left[ P; \text{while}^{\leq 0}(B) \{ P \} \right] \left( \langle 0.5X^0C^0 + 0.5X^0C^1 \rangle_{c \neq 0} \right) + [\text{skip}] \left( \langle 0.5X^0C^0 + 0.5X^0C^1 \rangle_{c = 0} \right) \quad \text{definition of restriction} \\
&= \left[ P; \text{while}^{\leq 0}(B) \{ P \} \right] (0.5X^0C^1) + [\text{skip}] (0.5X^0C^0) \quad \text{sequence rule and skip rule } [\text{skip}] (G_\mu) = G_\mu \\
&= \left[ \text{while}^{\leq 0}(B) \{ P \} \right] (\llbracket P \rrbracket (0.5X^0C^1)) + 0.5X^0C^0 \quad \text{definition of } P \\
&= \left[ \text{while}^{\leq 0}(B) \{ P \} \right] ([x := x + 1; \ c := 0] \{0.5\} \{c := 1\}) (0.5X^0C^1) + 0.5X^0C^0 \quad \text{sequence rule and assignment rule}
\end{align*}
\]
3.3 While-Loops in Probability Generating Function Semantics

= \left[ \text{while}^{\leq 0}(B) \{ P \} \right] \left( \left[ [c := 0] [0.5] [c := 1] \right] \left( 0.5X^1C^1 \right) \right) + 0.5X^0C^0

rule for probabilistic choice

= \left[ \text{while}^{\leq 0}(B) \{ P \} \right] \left( 0.25X^1C^0 + 0.25X^1C^1 \right) + 0.5X^0C^0

loop-unrolling for \( k = 0 \)

= 0.25X^1C^0 + 0.25X^1C^1 + 0.5X^0C^0

\triangle

We see that the loop-unrolling gives only an idea on what happens when executing the loop. For the first and the third term, the coefficients will only increase with further loop-unrollings since those terms are not part of the PGF restricted to \( B := (c \neq 0) \). The coefficient of the second term will be further modified by additional executions of the loop since here \( c = 1 \) and the condition \( B \) is satisfied.

Our approach to model a while rule is to define a function which equals \( k \)-times applied on the input PGF the \( k \)-th loop-unrolling.

**Definition 3.3.3** (Function for Describing While-Loops).

\[
H_{P,B} : L \to L, \ K \mapsto \left[ P \right] \left( \langle K \rangle \mathbin{|B} \right) + \langle K \rangle \mathbin{|\neg B}, \quad \text{for all while-loops while}(B)\{P\}.
\]

As mentioned before, we constructed \( H_{P,B} \) such that the following relation holds:

**Lemma 3.3.4.** For all \( k \in \mathbb{N} \), the following holds:

\[
H_{P,B}^k(G_\mu) = \left[ \text{while}^{\leq k}(B) \{ P \} \right] (G_\mu), \quad \text{for } H_{P,B} \text{ from Definition 3.3.3}.
\]

The proof is done by induction over \( k \in \mathbb{N} \) and can be found in the appendix on page ??.

If we restrict the PGF resulting from this function to \( \neg B \) we get a part of the PGF where no coefficient will decrease with further loop-unrollings. So the PGF resulting from an execution of a while-loop is the supremum of all PGFs we get by loop-unrolling and restricting that to \( \neg B \).

**Definition 3.3.5** (While Rule).

For all PGFs \( G_\mu \), \( \left[ \text{while}(B)\{P\} \right] (G_\mu) \) is defined as follows

\[
\left[ \text{while}(B)\{P\} \right] (G_\mu) = \bigcup \left\{ \left( H_{P,B}^k(G_\mu) \right) \mathbin{|\neg B} \big| k \in \mathbb{N} \right\}, \quad \text{for } H_{P,B} \text{ from Definition 3.3.3}.
\]

\triangle

We can prove that \( \left\{ \left( H_{P,B}^k(G_\mu) \right) \mathbin{|\neg B} \big| k \in \mathbb{N} \right\} \) is an \( \omega \)-chain. For that we have to show that it is a subset of \( L \) and that it is monotonic. Due to the fact the \( (L, \subseteq) \) is a complete
partial order the supremum of this \(\omega\)-chain always exists and is in \(L\).

**Lemma 3.3.6.**

\[
\left\{ \left. H^k_{P,B} (G_\mu) \right|_{-B} \right\}_{k \in \mathbb{N}} \subseteq L
\]

This proof is part of the proof that the image of any rule is a subset of \(L\). This is proved by induction over the structure of \(P\). The proof that the image of any rule is a subset of \(L\) can be found in the appendix (page ??).

The next observation was that \(\left\{ \left. H^k_{P,B} (G_\mu) \right|_{-B} \right\}_{k \in \mathbb{N}}\) is an \(\omega\)-chain. Any element of the set contains only terms whose values can only increase with further loop-unrollings.

**Lemma 3.3.7.** \(\left\{ \left. H^k_{P,B} (G_\mu) \right|_{-B} \right\}_{k \in \mathbb{N}}\) is an \(\omega\)-chain, so for all \(k \in \mathbb{N}\), the following holds:

\[
H^k_{P,B} (G_\mu) \subseteq H^{k+1}_{P,B} (G_\mu)
\]

The proof uses the fact that restriction is linear. It can be found in the appendix (page ??).

As \((L, \sqsubseteq)\) is a complete partial order, the sought-after supremum always exists.

**Corollary 3.3.8.** \(\bigcup \left\{ \left. H^k_{P,B} (G_\mu) \right|_{-B} \right\}_{k \in \mathbb{N}} \) always exists.

**Example 3.3.9.** We will illustrate this definition of the while-rule for the while-loop of Program 2

1: while (c\neq 0) {
2: \hspace{1em} x:=x+1;
3: \hspace{1em} \{c:=0\} [0.5] \{c:=1\}
4: }

The PGF before we enter the while-loop is

\[
G_\mu = 0.5X^0C^0 + 0.5X^0C^1.
\]

In order to obtain the supremum of \(\left\{ \left. H^k_{P,B} (G_\mu) \right|_{-B} \right\}_{k \in \mathbb{N}}\) we try to find a closed form for \(H^k_{P,B} (G_\mu)\). First, we prove that there is a closed form of \(H^k_{P,B} (G_\mu)\) for all \(k \in \mathbb{N}\).

For all \(k \in \mathbb{N}\), the following holds

\[
H^k_{P,B} (G_\mu) = 0.5X^0C^0 \cdot \sum_{i=0}^{k} \left( (0.5X)^i \right) + 0.5^{k+1}C^1X^k. \tag{3.1}
\]

The proof is done by induction over \(k \in \mathbb{N}\) and can be found in the appendix (page ??).
Now, we can find a closed form for \( \left\langle H^k_{P,B}(G_\mu) \right\rangle \bigg|_{c=0} \). For all \( k \in \mathbb{N} \), the following holds

\[
H^k_{P,B}(G_\mu) \sim B = \left\langle 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \right\rangle \bigg|_{\sim B} \quad \text{(with Equation (3.1))}
\]

\[
= 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i
\]

With that in mind we have:

\[
\bigcup \left\{ \left\langle H^k_{P,B}(G_\mu) \right\rangle \bigg|_{\sim B} \bigg| k \in \mathbb{N} \right\} = \bigcup \left\{ 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \bigg| k \in \mathbb{N} \right\}
\]

We can define a sequence

\[
\left\{ 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \right\}_{k \in \mathbb{N}}.
\]

This sequence is monotonic since the set is an \( \omega \)-chain (Lemma 3.3.7). So it converges towards its supremum (Lemma 3.1.7). Since the sequence converges, the limit is \( 0.5X^0C_0 \cdot \sum_{i=0}^{\infty} (0.5X)^i \). Therefore, we have:

\[
\bigcup \left\{ 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \bigg| k \in \mathbb{N} \right\} = 0.5X^0C_0 \cdot \sum_{i=0}^{\infty} (0.5X)^i
\]

\[
= 0.5 \cdot \sum_{i=0}^{\infty} (0.5X)^i.
\]

In the first chapter, we have seen the geometric series. So we have:

\[
\bigcup \left\{ 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \bigg| k \in \mathbb{N} \right\} = 0.5 \cdot \sum_{i=0}^{\infty} (0.5X)^i
\]

\[
= \frac{0.5}{1 - 0.5X}
\]

\[
= \frac{1}{2 - X}.
\]

Taking everything into consideration,

\[
\llbracket \text{while}(B)\{P\} \rrbracket (G_\mu) = \bigcup \left\{ \left\langle H^k_{P,B}(G_\mu) \right\rangle \bigg|_{\sim B} \bigg| k \in \mathbb{N} \right\}
\]

\[
= \bigcup \left\{ 0.5X^0C_0 \cdot \sum_{i=0}^{k} (0.5X)^i \bigg| k \in \mathbb{N} \right\}
\]
\[
= \frac{1}{2 - X}
\]

3.4 Properties of Probability Generating Function Rules

Now, that we have defined rules for all programming constructs, we can look at properties of \( [P] \). We check whether \( [P] (G_\mu) \) is always well-defined and linear. In fact, both of these propositions hold.

**Theorem 3.4.1.** \( [P] (G_\mu) \) is always well-defined. This means that \( [P] (G_\mu) \) is always a PGF such that \( [P] (G_\mu) \in L \) for all PGFs \( G_\mu \).

The proof consists of two steps: First we show by induction over the structure of \( P \) that the probability mass of the PGF \( [P] (G_\mu) \) is less than or equal to the probability mass of \( G_\mu \). With that we can deduce well-definedness of \( [P] (G_\mu) \). The proof can be found in the appendix (page ??).

**Theorem 3.4.2.** \( [P] (G_\mu) \) is linear. That means for all \( a \in [0, 1] \) and all PGFs \( G_{\mu_1}, G_{\mu_2} \):

\[
[P] (a \cdot G_{\mu_1} + G_{\mu_2}) = a \cdot [P] (G_{\mu_1}) + [P] (G_{\mu_2})
\]

The proof is done by induction over the structure of \( P \) and can be found in the appendix (page ??).
Chapter 4

Proof Rules and Their Application

We have seen that it is quite complicated to obtain the PGF resulting from a while-loop. In order to simplify this, we developed some proof rules. If we know that the body of a while-loop has a certain form, we can then directly deduce the resulting PGF. In the following, we introduce some proof rules and present one form of a while-loop those rules can always be applied to.

4.1 Proof Rules

To get the PGF resulting from a while-loop we always have to obtain
\[ \bigcup \left\{ \left( H_{p,B}^k (G_\mu) \right) \big|_{-B} \big| k \in \mathbb{N} \right\} \]
for \( H_{p,B} : K \mapsto \| P \| (\langle K \rangle|_B) + \langle K \rangle|_{-B} \).

We can divide \( H_{p,B}^k (G_\mu) \) into two parts: One which contains all terms which are not part of the PGF restricted to \( B \) and the other part which is modified by further executions of the while-loop.

The part of the PGF which is further modified is the non-terminating term.

Definition 4.1.1 (Non-Terminating Term).

The non-terminating term \( p_{G_\mu,B}^n k \) is for all \( k \in \mathbb{N} \) defined as follows:

\[
\begin{align*}
p_{G_\mu,B}^0 &= \langle G_\mu \rangle|_B \\
p_{G_\mu,B}^{n+1} &= \left( [P] \left( p_{G_\mu,B}^n k \right) \right)|_B
\end{align*}
\]

△
The other part is the resulting term which contains only terms which are not part of the input PGF restricted to $B$.

**Definition 4.1.2 (Resulting Term).**

The resulting term $p_{G_\mu, B^{e_k}}$ is for all $k \in \mathbb{N}$ defined as follows:

$$p_{G_\mu, B^{e_k}} = \langle G_\mu \rangle |_{\neg B}$$

$$p_{G_\mu, B^{e_{k+1}}} = \langle \llbracket P \rrbracket \langle p_{G_\mu, B^{n_k}} \rangle \rangle |_{\neg B} + p_{G_\mu, B^{e_k}}$$

\[ \square \]

The sum of those two terms always equals $H^k_{P, B} (G_\mu)$.

**Lemma 4.1.3.** $p_{G_\mu, B^{e_k}} + p_{G_\mu, B^{n_k}} = H^k_{P, B} (G_\mu)$ for all $k \in \mathbb{N}$.

The proof is done by induction over $k \in \mathbb{N}$ and can be found in the appendix (page ??).

In addition, $p_{G_\mu, B^{e_k}} = \langle H^k_{P, B} (G_\mu) \rangle |_{\neg B}$ for all $k \in \mathbb{N}$. This is important so that we can relate the definition of $\llbracket \text{while}(B)\{P\} \rrbracket$ to $\{p_{G_\mu, B^{e_k}} \mid k \in \mathbb{N} \}$.

**Lemma 4.1.4.** $p_{G_\mu, B^{e_k}} = \langle H^k_{P, B} (G_\mu) \rangle |_{\neg B}$ for all $k \in \mathbb{N}$.

**Proof.** We will prove this directly with the previous lemma.

$$\langle H^k_{P, B} (G_\mu) \rangle |_{\neg B} = \langle p_{G_\mu, B^{e_k}} + p_{G_\mu, B^{n_k}} \rangle |_{\neg B}$$

(by Lemma 4.1.3)

$$= \langle p_{G_\mu, B^{e_k}} \rangle |_{\neg B} + \langle p_{G_\mu, B^{n_k}} \rangle |_{\neg B}$$

(restriction is linear (Theorem 3.4.2))

$$= p_{G_\mu, B^{e_k}} \quad \langle \langle p_{G_\mu, B^{n_k}} \rangle |_{\neg B} = 0, \quad \langle p_{G_\mu, B^{e_k}} \rangle |_{\neg B} = p_{G_\mu, B^{e_k}} \rangle$$

\[ \square \]

Therefore, all the properties which hold for $\{ \langle H^k_{P, B} (G_\mu) \rangle |_{\neg B} \mid k \in \mathbb{N} \}$ also hold for $\{p_{G_\mu, B^{e_k}} \mid k \in \mathbb{N} \}$.

**Corollary 4.1.5.**

$$\llbracket \text{while}(B)\{P\} \rrbracket (G_\mu) = \bigsqcup \{p_{G_\mu, B^{e_k}} \mid k \in \mathbb{N} \}.$$

In addition, $\{p_{G_\mu, B^{e_k}} \mid k \in \mathbb{N} \}$ is an $\omega$-chain.

This directly follows from Definition 3.3.5, Lemma 3.3.7 and Lemma 4.1.4.

We can define the resulting terms only by the sum of $\llbracket P \rrbracket$ applied to non-terminating terms restricted to $\neg B$.

\[ ^1 \text{Restriction is idempotent.} \]
Lemma 4.1.6. \[ p,G_\mu,Be_k = \sum_{i=0}^{k-1} \langle [P] (p,G_\mu,B^i) \rangle_{-B} + p,G_\mu,Be_0 \] for all \( k \in \mathbb{N} \).

The proof is done by induction over \( k \in \mathbb{N} \) and can be found in the appendix (page ??).

With that definition in mind we can formulate a rule. This rule says that whenever the terms, namely \( \langle [P] (p,G_\mu,B^i) \rangle_{-B} \), are of a certain form we can deduce the form of the result of the while-loop.

Theorem 4.1.7. If \( \langle [P] (p,G_\mu,B^i) \rangle_{-B} = b \cdot a^k \) for all \( k \in \mathbb{N} \) and two constants \( a,b \in L \) then

\[ \langle \text{while}(B)\{P\} \rangle (G_\mu) = \frac{b}{1-a} + p,G_\mu,Be_0. \]

Proof. Because of Lemma 4.1.6 \[ p,G_\mu,Be_k = \sum_{i=0}^{k-1} \langle [P] (p,G_\mu,B^i) \rangle_{-B} + p,G_\mu,Be_0. \] Since \( \langle [P] (p,G_\mu,B^i) \rangle_{-B} = b \cdot a^k \) for all \( k \in \mathbb{N} \) and two constants \( b,a \),

\[ p,G_\mu,Be_k = \sum_{i=0}^{k-1} (b \cdot a^i) + p,G_\mu,Be_0 = b \sum_{i=0}^{k-1} (a^i) + p,G_\mu,Be_0. \]

By Corollary 4.1.5 \[ \langle \text{while}(B)\{P\} \rangle (G_\mu) = \bigcup \{ p,G_\mu,Be_k \mid k \in \mathbb{N} \}. \] The sequence \( \{ p,G_\mu,Be_k \mid k \in \mathbb{N} \} \) has a supremum. In addition, it is monotonic since it is an \( \omega \)-chain (Lemma 4.1.5). Sequences which are monotonic converge (Lemma 3.1.7). The limit is

\[ \lim_{k \to \infty} p,G_\mu,Be_k = b \sum_{i=0}^{\infty} a^i + p,G_\mu,Be_0. \]

With the formula for geometric series, we can find a closed form for that expression. This closed form is

\[ b \sum_{i=0}^{\infty} a^i + p,G_\mu,Be_0 = \frac{b}{1-a} + p,G_\mu,Be_0. \]

Since \( \{ p,G_\mu,Be_k \mid k \in \mathbb{N} \} \) has a limit, the limit equals the supremum and

\[ \langle \text{while}(B)\{P\} \rangle (G_\mu) = \frac{b}{1-a} + p,G_\mu,Be_0. \]

Example 4.1.8. This proof rule can be applied to the program we have seen several times before:
Program 3

1: x:=0;
2: \{c:=0\} \[0.5\] \{c:=1\}
3: while (c\neq 0) {
4: \quad x:=x+1;
5: \{c:=0\} \[0.5\] \{c:=1\}
6: }

For that program, the following holds

\[ p_{G_{\mu},B_{n_k}} = 0.5^{k+1}X^kC^1 \]

This can be shown by induction over \( k \in \mathbb{N} \).

\textbf{Proof.} By induction over \( k \in \mathbb{N} \).

Basis: \( k = 0 \)

\[ p_{G_{\mu},B_{n_0}} = \langle G_{\mu} \rangle|_B = 0.5X^0C^1 = 0.5^{0+1}X^0C^1 \]

Induction Hypothesis: \( p_{G_{\mu},B_{n_k}} = 0.5^{k+1}X^kC^1 \) for an arbitrary, but fixed \( k \in \mathbb{N} \).

Inductive Step: \( k \to k + 1 \)

\[
\begin{align*}
\langle [P] (p_{G_{\mu},B_{n_{k+1}}}) \rangle|_B &= \langle [P] (0.5^{k+1}X^kC^1) \rangle|_B \\
&= 0.5^{k+2}X^{k+1}C^1
\end{align*}
\]

(II)

With that in mind we can deduce the form for \( \langle [P] (p_{G_{\mu},B_{n_k}}) \rangle|_B \) for all \( k \in \mathbb{N} \).

\[
\begin{align*}
\langle [P] (p_{G_{\mu},B_{n_k}}) \rangle|_B &= \langle [P] (0.5^{k+1}X^kC^1) \rangle|_B \\
&= \langle 0.5^{k+2}X^{k+1}C^1 + 0.5^{k+2}X^{k+1}C^0 \rangle|_B \\
&= 0.5^{k+2}X^{k+1}C^0
\end{align*}
\]

We can set \( b = 0.5^2C^0X^1 \) and \( a = 0.5X \) and have

\[
\langle [P] (p_{G_{\mu},B_{n_k}}) \rangle|_B = 0.5^2C^0X^1 \cdot 0.5^kX^k = 0.5^2C^0X^1 \cdot (0.5X)^k = b \cdot a^k
\]
With our proof rule, Theorem 4.1.7, we can therefore deduce that

\[
\|\text{while}(B\{P\})\|_{G_{\mu}} = \frac{b}{1-a} + p_{G_{\mu},B}c_0 \\
= \frac{0.5^2X}{1-0.5X} + 0.5 \\
= \frac{X}{4-2X} + \frac{2-X}{4-2X} \\
= \frac{2}{4-2X} \\
= \frac{1}{2-X}
\]

\[\triangle\]

We see that obtaining the result of a while-loop is still a lot of effort: We have to do one induction. After that, we use the result of the induction to get \(b\) and \(a\) and then, we can apply the proof rule. The main contribution of the proof rule is that we no longer have to do the analysis in order to obtain the supremum.

The proof rule works fine for programs like Program 3. However, there are more complex programs than this.

Example 4.1.9. Next, we look at the following program:

Program 4

1: x:=0; c:=1; t:=0;
2: while (c\ne0) {
3: \hspace{1em} if (t=0) {
4: \hspace{2em} \{c:=0\} [a] \{t:=1\}
5: \hspace{1em} } else {
6: \hspace{2em} \{c:=0\} [b] \{t:=0\}
7: \hspace{1em} };
8: \hspace{1em} x:=x+1;
9: \}

This program models the duel of two cowboys. Either it is the turn of Cowboy 0 or Cowboy 1. The cowboys hit the other one with probability \(a\) respectively probability \(b\). If a cowboy hits the other one, the duel is over. Otherwise, it is the turn of the other cowboy. The variable \(x\) counts the duration of the duel.

We can look at some of the \(p_{G_{\mu},B}n_k\) to see whether we can deduce any regularities:

\[p_{G_{\mu},B}n_0 = X^0C^1T^0\]
\[p_{G_{\mu},B}n_1 = (1-a)X^1C^1T^1\]
We see that we have two turns regarding the non-terminating term:

\[ P, G^\mu, B^0_n = (1 - b)(1 - a)X^2C^1T^0 \]
\[ P, G^\mu, B^1_n = (1 - a)(1 - b)(1 - a)X^3C^1T^1 \]

Here, \% is the modulo operator. We need to prove that form of the non-terminating term.

**Proof.** By induction over \( k \in \mathbb{N} \)

**Basis:** \( k = 0 \) and \( k = 1 \)

\[
\begin{align*}
P_{G^\mu, B^n_0} &= \langle G^\mu \rangle_B = X^0C^1T^0 = \lfloor\frac{k}{2}\rfloor X^0C^1T^0 \\
P_{G^\mu, B^n_1} &= \langle [P] \left( P_{G^\mu, B^n_0} \right) \rangle_B \\
&= \langle [P] \left( X^0C^1T^0 \right) \rangle_B \\
&= (1 - a)X^1C^1T^1 \\
&= (1 - a)((1 - b)(1 - a))\lfloor\frac{k}{2}\rfloor X^1C^1T^1
\end{align*}
\]

**Induction Hypothesis:** For an arbitrary, but fixed \( k \in \mathbb{N} \), the following holds

\[
\begin{align*}
P_{G^\mu, B^n_k} &= \lfloor(1 - b)(1 - a)\rfloor\lfloor\frac{k}{2}\rfloor X^kC^1T^0 \quad \text{for } k\%2 = 0 \\
P_{G^\mu, B^n_k} &= (1 - a)((1 - b)(1 - a))\lfloor\frac{k}{2}\rfloor X^kC^1T^1 \quad \text{for } k\%2 = 1
\end{align*}
\]

**Inductive Step:** \( k \to k + 1 \)

There are two cases: \( k\%2 = 0 \) and \( k\%2 = 1 \).

1. \( k\%2 = 0 \)

\[
\begin{align*}
P_{G^\mu, B^{n+1}_k} &= \langle [P] \left( P_{G^\mu, B^n_k} \right) \rangle_B \\
&= \langle [P] \left( \lfloor(1 - b)(1 - a)\rfloor\lfloor\frac{k}{2}\rfloor X^kC^1T^0 \right) \rangle_B \quad \text{(IH)} \\
&= (1 - a)\lfloor(1 - b)(1 - a)\rfloor\lfloor\frac{k}{2}\rfloor X^{k+1}C^1T^1 \\
&= (1 - a)\lfloor(1 - b)(1 - a)\rfloor\lfloor\frac{k}{2}\rfloor X^{k+1}C^1T^1 \quad \text{(k\%2=0)}
\end{align*}
\]
2. \( k \% 2 = 1 \)

\[
p_{G,\mu,B^{n+1}} = \left[ \left[ P \right] \left( p_{G,\mu,B^n} \right) \right]_B
= \left[ \left[ P \right] \left( (1 - a)(1 - b)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^{k+1} T^1 \right) \right]_B \quad \text{(IH)}
= (1 - b)(1 - a)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^{k+1} T^0
= [(1 - b)(1 - a)]\left\lfloor \frac{k + 1}{2} \right\rfloor \mathcal{X}^{k+1} T^1 \quad \text{\( (k\%2=1) \)}
\]

With that in mind, for \( \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} \), the following holds:

\[
k\%2=0: \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} = \langle [P] \left( (1 - b)(1 - a)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^0 T^0 \right) \rangle \mid_{-B}
= a(1 - b)(1 - a)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^0 T^0
\]

\[
k\%2=1: \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} = \langle [P] \left( (1 - a)(1 - b)\left(1 - a\right)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^{k+1} T^1 \right) \rangle \mid_{-B}
= b(1 - a)(1 - b)\left(1 - a\right)\left\lfloor \frac{k}{2} \right\rfloor \mathcal{X}^{k+1} T^1
\]

\( \Box \)

For that case, it would be quite useful to have a proof rule. If we had one, we could now directly tell, what the resulting PGF would be. In fact, we developed a proof rule for these cases. It allows that the loop has a finite number of turns and tells what the result of that loop would be. If we have a specific number of turns \( t \) such that we can divide \( \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} \) in three parts, \( a, b, c \in L \) such that \( a \) develops according to the number of loop executions, \( b \) is a constant and \( c \) increases with the number of executions of a specific turn, then we have a closed form for \( \left\langle \text{while}(B)\{P\} \right\rangle (G_\mu) \).

**Theorem 4.1.10.** If there exists \( t \in \mathbb{N}^{\geq 1} \) and there exist \( a_0, \ldots, a_{t-1}, b_0, \ldots, b_{t-1}, c_0, \ldots, c_{t-1} \in L \) such that for all \( k \in \mathbb{N} \)

\[
\langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} = b_{k\%t}a_{k\%t}^{\left\lfloor \frac{k}{t} \right\rfloor} + \sum_{j=0}^{t-1} \frac{b_ja_j^t}{1 - a_j^t c_j} + p_{G,\mu,Bc_0}
\]

**Proof.** Because of Lemma 4.1.6 and the fact that \( \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} = b_{k\%t}a_{k\%t}^{\left\lfloor \frac{k}{t} \right\rfloor} \)

\[
p_{G,\mu,Bc_k} = \sum_{i=0}^{k-1} \langle [P] \left( p_{G,\mu,B^n} \right) \rangle \mid_{-B} + p_{G,\mu,Bc_0}
\]
\[= \sum_{j=0}^{t-1} \left( \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} \langle \llbracket P_n \rrbracket \rangle_{-B_n} \right)_{-B} + P_{G_n,B_n}^{\varepsilon_0}.\]

The two expressions for \(P_{G_n,B_n}^{\varepsilon_k}\) differ only in the ordering of their terms: In the first expression, the index of \(\langle \llbracket P_n \rrbracket \rangle_{-B_n}\) is increasing continuously. For the second expression the terms are grouped by turns. We first sum up all \(\langle \llbracket P_n \rrbracket \rangle_{-B_n}\), which belong to turn 0 and add to that value the sum of all \(\langle \llbracket P_n \rrbracket \rangle_{-B_n}\) which belong to turn 1 and so on. In order to sum up only the terms which belong to a certain turn \(j\), we have the condition \(x \% t = j\).

Now, we look at the different subsums of \(P_{G_n,B_n}^{\varepsilon_k}\) and define:

\[m_{j_k} = \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} \langle \llbracket P_n \rrbracket \rangle_{-B_n} \quad \text{for all } j \in \{0, \ldots, t-1\}.\]

With that definition, we have

\[P_{G_n,B_n}^{\varepsilon_k} = \sum_{j=0}^{t-1} \left( \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} \langle \llbracket P_n \rrbracket \rangle_{-B_n} \right)_{-B} + P_{G_n,B_n}^{\varepsilon_0}\]

We can change the form of \(m_{j_k}\) in the following way:

\[m_{j_k} = \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} \langle \llbracket P_n \rrbracket \rangle_{-B_n} = \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} b_l a_l c_l t \quad \text{(precondition)}\]

\[= \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} b_j a_j c_j t \quad \text{(}l \% t = j\text{)}\]

\[= b_j \sum_{l \in \{x \mid x \% t = j \land x \leq k-1\}} a_j c_j t \quad \text{(}x \% t = j \Rightarrow \exists i \in \mathbb{N} : i \cdot t + j = x\text{)}\]

In order to modify the description of the set \(\{x \mid x = i \cdot t + j \text{ for any } i \in \mathbb{N} \land x \leq k-1\}\) a bit more, we can transform the inequality \(x \leq k-1\).
4.1 Proof Rules

\[ i \cdot t + j \leq k - 1 \]
\[ i \cdot t \leq k - 1 - j \]
\[ i \leq \frac{k - 1 - j}{t} \]
\[ i \leq \left\lfloor \frac{k - 1 - j}{t} \right\rfloor (i \text{ is a natural number}) \]

Now, we have:

\[ m_{jk} = b_j \sum_{l \in \{x | x = i \cdot t + j \text{ and } x \leq k - 1 \}} a_j^l c_j^\left\lfloor \frac{l}{i} \right\rfloor \]
\[ = b_j \sum_{l \in \{x | x = i \cdot t + j \text{ and } i \leq \left\lfloor \frac{k - 1 - j}{t} \right\rfloor \}} a_j^l c_j^\left\lfloor \frac{l}{i} \right\rfloor \]
\[ = b_j \sum_{i=0}^{\left\lfloor \frac{k - 1 - j}{t} \right\rfloor} a_j^{i \cdot t + j} c_j^{\frac{i \cdot t + j}{i}} \]

We can transform \[ \left\lfloor \frac{i \cdot t + j}{t} \right\rfloor \]:

\[ \left\lfloor \frac{i \cdot t + j}{t} \right\rfloor = \left\lfloor \frac{i \cdot t}{t} + \frac{j}{t} \right\rfloor = \left\lfloor i + \frac{j}{t} \right\rfloor \quad j \leq t - 1 \quad i. \]

Now, we have:

\[ m_{jk} = b_j \sum_{i=0}^{\left\lfloor \frac{k - 1 - j}{t} \right\rfloor} a_j^{i \cdot t + j} c_j^{\frac{i \cdot t + j}{i}} = b_j \sum_{i=0}^{\left\lfloor \frac{k - 1 - j}{t} \right\rfloor} a_j^{i \cdot t + j} c_j^{i} \]

\( \{m_{jk}\}_{k \in \mathbb{N}} \) is monotonic. This is due to the fact that with increasing \( k \in \mathbb{N} \) we only add more \( \left\lfloor \frac{P}{G_{\mu} B n_k} \right\rfloor \) to the previous \( m_{jk} \). Monotonic sequences have a limit (Lemma 3.1.7). This is

\[ \lim_{k \to \infty} m_{jk} = b_j \sum_{i=0}^{\infty} a_j^{i \cdot t + j} c_j^{i}. \]

Since \( \{P_{G_{\mu} B k} | k \in \mathbb{N}\} \) is monotonic, it has a supremum which is the limit of the sequence (Lemma 3.1.7). So we conclude:

\[ \llbracket \text{while}(B)\{P\} \rrbracket (G_{\mu}) = \bigsqcup \{P_{G_{\mu} B k} | k \in \mathbb{N}\} \]
\[ = \lim_{k \to \infty} P_{G_{\mu} B k} \]
\[= \lim_{k \to \infty} \sum_{j=0}^{t-1} m_{jk} + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} \lim_{k \to \infty} m_{jk} + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} b_j \sum_{i=0}^{\infty} a_j \cdot a_i^{j+i} c_j + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} b_j \cdot a_j \sum_{i=0}^{\infty} \left( a_j^i c_j \right)^i + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} b_j a_j^i \sum_{i=0}^{\infty} a_j^i c_j + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} b_j a_j^i \sum_{i=0}^{\infty} a_j^i c_j + p, G_{\mu}, B^e_0\]

\[= \sum_{j=0}^{t-1} b_j a_j^i \sum_{i=0}^{\infty} a_j^i c_j + p, G_{\mu}, B^e_0\]

\[\square\]

**Example 4.1.11.** With that rule, we can continue the analysis of Program \([4]\). We found out so far that

\[k \% 2 = 0 : \left[ [P] \ (p, G_{\mu}, B^E_n k) \right]_{-B} = a[(1 - b)(1 - a)] \frac{1}{2} X^{k+1} C^0 T^0\]

\[k \% 2 = 1 : \left[ [P] \ (p, G_{\mu}, B^E_n k) \right]_{-B} = b(1 - a)[(1 - b)(1 - a)] \frac{1}{2} X^{k+1} C^0 T^1\]

So the preliminaries of the second proof rule, Theorem \([4.1.10]\) are fulfilled and the relevant parameters are given by

\[t = 2, \ a_0 = X, \ b_0 = aXC^0T^0, \ c_0 = (1 - b)(1 - a),\]

\[a_1 = X, \ b_1 = b(1 - a)XC^0T^1, \ c_1 = (1 - b)(1 - a)\]

So according to the rule

\[\left[ \text{while}(B)\{P\}\right] (G_{\mu}) = \sum_{j=0}^{t-1} \frac{b_j a_j^i}{1 - a_j^i c_j} + p, G_{\mu}, B^e_0\]

\[= \frac{aX}{1 - X^2(1 - b)(1 - a)} + \frac{b(1 - a)X^2 T}{1 - X^2(1 - b)(1 - a)}\]

\[= \frac{aX + b(1 - a)X^2 T}{1 - X^2(1 - b)(1 - a)}\]

\[\triangle\]
4.2 Applications for the Proof Rules

In the previous section, we introduced two proof rules. In the second part of this section, we look at what type of programs we can apply those rules to. In this section we study one form of program which is based on permutations. Therefore, the first part of this section will be an introduction to permutations.

Introduction to Permutations and Permutation Matrices

In the following we will introduce permutations and propose some statements about permutations.

Definition 4.2.1 (Permutation [?]).
A permutation $\pi$ over a finite set is a bijective mapping on that set. A permutation $\pi: \{a_1, ..., a_k\} \rightarrow \{a_1, ..., a_k\}$ can be written as

$$\pi = \begin{pmatrix}
a_1 & \ldots & a_n \\
\pi(a_1) & \ldots & \pi(a_n)
\end{pmatrix}$$

Example 4.2.2. Let $\pi$ be a permutation, $\pi: \{1, 2, 3\} \rightarrow \{1, 2, 3\}$ with

$$\pi = \begin{pmatrix}1 & 2 & 3 \\
3 & 2 & 1\end{pmatrix}.$$

Then we can visualise the permutation by a directed graph with the elements 1, 2 and 3 as nodes and the effect of $\pi$ as edges:

![Directed Graph](image)

We can construct a matrix $A_\pi$ corresponding to a permutation $\pi$. If we multiply this matrix with a vector the rows of the vector will be permuted according to the permutation $\pi$ [?].

Definition 4.2.3 (Permutation Matrix [?]).
Let $\pi$ be a permutation $\pi: \{1, ..., n\} \rightarrow \{1, ..., n\}$. Let $e^i = (0, ..., 1, ..., 0)$ be the row vector which contains only zeros except for position $i$ where it is one. Then we can construct
the permutation matrix

\[ A_\pi = \begin{pmatrix} e^{\pi(1)} \\ \vdots \\ e^{\pi(n)} \end{pmatrix} . \]

**Example 4.2.4.** Let \( \pi \) be the permutation from Example 4.2.2

\[ \pi = \begin{pmatrix} 1 & 2 & 3 \\ 3 & 2 & 1 \end{pmatrix}, \]

then the permutation matrix is given by

\[ A_\pi = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} . \]

If we multiply \( A_\pi \) with a vector we see that its rows are permuted according to \( \pi \).

\[ A_\pi \cdot \begin{pmatrix} 2 \\ 3 \\ 4 \end{pmatrix} = \begin{pmatrix} 4 \\ 3 \\ 2 \end{pmatrix} . \]

If we multiply an \( n \)-th power of a permutation matrix with a vector the rows of the vector are \( n \)-times permuted according to \( \pi \).

**Lemma 4.2.5.** For all permutations \( \pi \), the corresponding permutation matrix \( A_\pi \in \mathbb{N}^{n \times n} \) and all vectors \( \vec{x} \in \mathbb{N}^n \), the following holds

\[ A_\pi^k \vec{x} = \begin{pmatrix} x_{\pi^k(1)} \\ \vdots \\ x_{\pi^k(n)} \end{pmatrix} . \]

The proof is done by induction and can be found in the appendix (page ??).

There are special permutations which are called *cycles*. We define those as follows:
Definition 4.2.6 (Cycle). A permutation $\pi : \{a_1, ..., a_k\} \to \{a_1, ..., a_k\}$ is a cycle if there exists an ordering $n_1, ..., n_k$ of the numbers $\{a_1, ..., a_k\}$ such that

$$\pi(n_i) = n_{i+1} \quad \text{for } 1 \leq i < k$$
$$\pi(n_k) = n_1.$$ 

We can denote a cycle $\pi : \{a_1, ..., a_k\} \to \{a_1, ..., a_k\}$ as $\pi = (n_1 \, ... \, n_k).$ △

Example 4.2.7. We now introduce a permutation which is a cycle, $\pi : \{1, 2, 3\} \to \{1, 2, 3\}$ with

$$\pi = \begin{pmatrix} 1 & 2 & 3 \\ 3 & 1 & 2 \end{pmatrix} \quad \text{or} \quad \pi = (1 \, 3 \, 2).$$

We see that we can visualise that by

So for $n_1 = 1, n_2 = 3, n_3 = 2,$ the following holds

$$\pi(n_i) = n_{i+1} \quad \text{for } 1 \leq i < 3$$
$$\pi(n_3) = n_1.$$ △

If we apply a cycle $k$ times to an element the result is the same element.

Lemma 4.2.8. For all cycles $\pi : \{a_1, ..., a_k\} \to \{a_1, ..., a_k\},$ the following holds

$$\pi^k(a_i) = a_i, \quad \text{for all } i \in \{1, ..., k\}.$$ 

The proof can be found in the appendix (page ??).

In fact, we can generalize that lemma and say that if we apply the permutation a multiple of the length of the cycle, we still get the original element.

Lemma 4.2.9. For all cycles $\pi : \{a_1, ..., a_k\} \to \{a_1, ..., a_k\}$ and all $l \in \mathbb{N},$ the following holds

$$\pi^{lk}(a_i) = a_i, \quad \text{for all } i \in \{1, ..., k\}.$$ 

The proof is done by induction and can be found in the appendix (page ??).
We can divide any permutation uniquely into cycles. We can already see that in the graph of Example 4.2.2. The graph has two circles which correspond to the cycles the permutation can be decomposed into.

**Lemma 4.2.10** ([?]). *Every permutation π can be decomposed into distinct cycles c₁, ..., cₘ.*

The proof is done by constructing an algorithm which finds the different cycles [?].

**Example 4.2.11.** We can decompose the permutation from Example 4.2.2 π: {1, 2, 3} → {1, 2, 3} with

\[
π = \begin{pmatrix}
1 & 2 & 3 \\
3 & 2 & 1
\end{pmatrix}
\]

into two cycles: c₁ = (1 3), c₂ = (2) and write π = (1 3)(2). With the visualisation, we see that the graph representing π has two circles which correspond to the two cycles of π.

In the following for a vector \( \vec{y} \in \mathbb{N}^n \), \( \vec{y} = \begin{pmatrix}
y_1 \\
\vdots \\
y_n
\end{pmatrix} \), \( y_i \) denotes the \( i \)-th component of the vector.

Now, we introduce some notations:

**Definition 4.2.12** (Notations for Permutations). We introduce several notations to refer to specific cycles of a permutation. Let π: {1, ..., n} → {1, ..., n} be a permutation, \( A_π \in \mathbb{N}^{n \times n} \) be the permutation matrix of π and \( \vec{d} \in \mathbb{N}^n \) be a vector.

- For a cycle c, we define set(c) as a set containing all elements the cycle is defined on. So if we have a cycle c: \( \{a_1, ..., a_k\} \rightarrow \{a_1, ..., a_k\} \), set(c) = \( \{a_1, ..., a_k\} \).

- Every permutation π: {1, ..., n} → {1, ..., n} can be decomposed into distinct cycles c₁, ..., cₘ. We number the cycles. The numbering works as follows:

  - Each cycle can be uniquely identified by its least element, \( \min(\text{set}(c)) \), it is defined on.

  - We sort the least elements of all cycles in a tuple \( s = (s_1, ..., s_m) \) such that any \( s_i \) is a least element of a cycle and for any cycle the least element is a component of the tuple. In addition, the tuple is sorted such that \( s_i < s_{i+1} \).
for all $i \in \{1, \ldots, m - 1\}$.

- With the expression $c_i$ we refer to the cycle whose least element is $s_i$. So, $c_i$ is the cycle $c$ for which $\min(set(c)) = s_i$ holds.

- $c_{(i)}$ is the cycle $c$ of a permutation $\pi$ such that $i \in set(c)$. This is unique because of Lemma 4.2.10.

- $\text{len}(c)$: The length of a cycle is defined as the size of its set such that $\text{len}(c) = |set(c)|$.

- $\text{cyclesum}(i)$: If we have a function of the form $f(\vec{x}) = A \vec{x} + \vec{d}$, the $\text{cyclesum}(i)$ is the sum of all coefficients of $\vec{d}$ which are in the set of the cycle $c_{(i)}$,

$$\text{cyclesum}(i) = \sum_{j \in set(c_{(i)})} d_j = \sum_{j=0}^{\text{len}(c_{(i)})-1} d_{\pi^j(i)}.$$

- If it is important to relate a cycle not only to an element but to a permutation $\pi$, the notations $\text{cycle}_{\pi,i}$, $\text{cycle}_{\pi,(i)}$ and $\text{cyclesum}_{\pi}(i)$ are used.

Example 4.2.13. To be reassured regarding the different notations, we will use these notations for the permutation from the previous examples, Example 4.2.2 and Example 4.2.11, $\pi = (1\ 3)(2)$ and

$$f : \mathbb{N}^3 \to \mathbb{N}^3, \vec{x} \mapsto \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \vec{x} + \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}.$$

Then the notation works as follows:

- $\text{set}((1\ 3)) = \{1, 3\}$ and $\text{set}((2)) = \{2\}$

- $c_1 = (1\ 3)$ and $c_2 = (2)$ since the least elements of the cycles are 1 and 2.

- $c_{(3)} = (1\ 3)$

- $\text{len}(c_1) = |\text{set}(c_1)| = |\{1, 3\}| = 2$ and $\text{len}(c_2) = |\text{set}(c_2)| = |\{2\}| = 1$

- $\text{cyclesum}(1) = \sum_{j=0}^{\text{len}(c_{(1)})-1} d_{\pi^j(1)} = \sum_{j=0}^{1} d_{\pi^j(1)} = 2 + 3 = 5$
While-Loops and Permutations

The second proof rule, Theorem 4.1.10, makes a statement about the PGF resulting from a while-loop if the resulting terms have a certain form. We look at a form of a while-loop such that the resulting terms have the form required for the use of Theorem 4.1.10.

Now and in the following, we have the vectors $\vec{x}, \vec{d} \in \mathbb{N}^n$, $\vec{p} \in \mathbb{N}^l$, the permutations $\pi: \{1, ..., n\} \rightarrow \{1, ..., n\}$ and $\sigma: \{1, ..., l\} \rightarrow \{1, ..., l\}$ and the permutation matrices $A_\pi$ and $B_\sigma$. In addition, the function $f$ is defined as $f: \mathbb{N}^n \rightarrow \mathbb{N}^n, \vec{x} \mapsto A_\pi \vec{x} + \vec{d}$. We will show that for all while-loops of the following form, Theorem 4.1.10 can be used:

Program 5

```
while (c ≠ 0) {
    \vec{x} := A_\pi \cdot \vec{x} + \vec{d};
    \vec{p} := B_\sigma \cdot \vec{p};
    \{c := 0\}[p_1]\{c := 1\}
}
```

The requirements of Theorem 4.1.10 were that

$\exists t \in \mathbb{N}^{\geq 1}: \exists a_0, ..., a_{t-1}, b_0, ..., b_{t-1}, c_0, ..., c_{t-1} \in L :$

$\forall k \in \mathbb{N} : \langle [P] (P) \{G_\mu B n_k)\rangle |_{B, k} = b_k a_k c_k |_{k}$. 

We can structure the non-terminating and the resulting terms in exactly as many turns as the product of length of all cycles of $\pi$ and $\sigma$, $t = \text{len}(c_{\sigma,1}) \prod_{i=1}^{m} \text{len}(c_{\pi,i})$ where $m$ is the number of cycles of $\pi$. Before we start proving that, we illustrate this by an example. Example 4.2.14. We look at the program

Program 6

```
c := 1; t := 0; a := 0; b := 0; e := 0;
while (c ≠ 0) {
    \langle a := b + 2; b := e + 1; e := a + 3\rangle;
    if (t = 0) {
        \{c := 0\}[g]\{c := 1\};
        t := 1
    } else {
        \{c := 0\}[h]\{c := 1\};
        t := 0
    }
}
```
4.2 Applications for the Proof Rules

The instruction in the brackets \(\langle\rangle\) are done simultaneously. We can formulate this program such that it has the form of Program 5. We will ignore the value of \(t\) since it is only part of the program to switch between the different probabilities.

**Program 7**

\[
\begin{align*}
c &:= 1; \vec{x} := \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}; \vec{p} := \begin{pmatrix} h \\ g \end{pmatrix}; \\
\textbf{while} (c \neq 0) \{} \\
&\quad \vec{x} := \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \vec{x} + \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}; \\
&\quad \vec{p} := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \cdot \vec{p}; \\
&\quad \{c := 0\}[p_1]\{c := 1\}
\end{align*}
\]

Here, \(a\) from Program 6 corresponds to \(x_1\), \(b\) to \(x_2\) and \(e\) to \(x_3\). In the following \(\vec{d} = \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}\).

If we visualise the permutations \(\pi\) and \(\sigma\), we get the following graphs:

![Permutation Diagram](image)

In total we have two cycles based on \(\pi\) and \(\sigma\). The product of the length of those two cycles is six. That means that after six applications of the permutation \(\pi\) and \(\sigma\), the result is the original value for any component of \(\vec{x}\) and \(\vec{p}\). However, we also have to take into account that the vector \(\vec{x}\) is summed up with \(\vec{d}\) in all executions of the loop.

The values added to the vector \(\vec{x}\) during the six executions of the loop are always the same since \(\vec{d}\) is constant. That means, we can compute the values added to a component of \(\vec{x}\) during one turn of the program in advance and can deduce the form of \(P_{G_\mu, B_n k}\) respectively \(\langle\Pi\rangle \left(P_{G_\mu, B_n k}\right)\bigg|_{\sim B}\) with respect to six turns. \(\triangle\)

In the following, we want to prove that \(\langle\Pi\rangle \left(P_{G_\mu, B_n k}\right)\bigg|_{\sim B}\) has the form required for
Theorem 4.1.10 for all \( k \in \mathbb{N} \). To do so, we have to take steps and look first at the form of the non-terminating terms, \( P_{G, B, n^k} \). When computing the non-terminating terms we have to know what the program does exactly. We will analyse that in the following.

The manipulation of the vector \( \vec{x} \) in Program 5 can be described as a function \( f \)

\[
f : \mathbb{N}^n \to \mathbb{N}^n, \quad \vec{x} \mapsto A_n \vec{x} + \vec{d}.
\]

We want to know what the components of \( \vec{x} \) look like after we applied this function \( t \) times in order to describe \( P_{G, B, n^k} \). This task is much easier if we had a closed form for \( f^k(\vec{x}) \). In fact, there exists such a closed form.

**Lemma 4.2.15.** Let \( f \) be a function \( f : \mathbb{N}^n \to \mathbb{N}^n, \quad \vec{x} \mapsto A_n \vec{x} + \vec{d} \) with \( \vec{d} \in \mathbb{N}^n \), \( A_n \in \mathbb{N}^{n \times n} \) and \( A_n \) is a permutation matrix. Then

\[
f^k(\vec{x}) = A_n^k \vec{x} + \sum_{i=0}^{k-1} A_n^i \vec{d}
\]

for all \( k \in \mathbb{N} \).

The proof is done by induction over \( k \in \mathbb{N} \) and can be found in the appendix (page ??).

With that closed form, we can deduce the form of the components of \( f^t(\vec{x}) \) for \( j \in \{1, \ldots, n\} \). After \( t \) applications of \( f \), \( (A_n^t \vec{x})_j = x_j \) since \( t \) is a multiple of the length of the cycle \( c_\pi(j) \) (Lemma 4.2.9). The sum \( \left( \sum_{i=0}^{t-1} A_n^i \vec{d} \right)_j \) can also be simplified as we will see.

**Lemma 4.2.16.** Let \( f \) be a function \( f : \mathbb{N}^n \to \mathbb{N}^n, \quad \vec{x} \mapsto A_n \cdot \vec{x} + \vec{d} \) where \( \vec{x}, \vec{d} \in \mathbb{N}^n \). \( A_n \) is the permutation matrix of \( \pi : \{1, \ldots, n\} \to \{1, \ldots, n\} \).

Then \( (f^t(\vec{x}))_j = x_j + \frac{t}{\text{len}(c_{\pi(j)})} \cdot \text{cyclesum}(j) \) for all \( j \in \{1, \ldots, n\} \), \( t = \prod_{i=1}^m \text{len}(c_i) \) and \( m \) is the number of cycles of \( \pi \).

**Proof.** We first look at what happens to \( x_j \) if we apply \( f \) \( \text{len}(c_{\pi(j)}) \)-times. In fact, the \( j \)-th component of the resulting vector, \( (f^{\text{len}(c_{\pi(j)})}(\vec{x}))_j \), is the original \( j \)-th component of the input vector summed up with \( \text{cyclesum}(j) \). \( \text{cyclesum}(j) \) was the sum of all components of \( \vec{d} \) which were part of \( \text{set}(c_{\pi(j)}) \), \( \text{cyclesum}(j) = \sum_{i=0}^{\text{len}(c_{\pi(j)}-1)} d_{\pi(i)} \).

First, we prove that

\[
(f^{\text{len}(c_{\pi(j)})}(\vec{x}))_j = x_j + \text{cyclesum}(j)
\]

for all \( j \in \{1, \ldots, n\} \).
4.2 Applications for the Proof Rules

\[
\left(f^{\text{len}(c(j))}(\vec{x})\right)_j = \left(A_\pi^{\text{len}(c(j))} \vec{x} + \left(\sum_{i=0}^{\text{len}(c(j))-1} A_i^j \vec{d}\right)_j \right)
\]

\[= \left(A_\pi^{\text{len}(c(j))} \vec{x}\right)_j + \left(\sum_{i=0}^{\text{len}(c(j))-1} A_i^j \vec{d}\right)_j \]

\[= x_\pi^{\text{len}(c(j))} + \sum_{i=0}^{\text{len}(c(j))-1} \left(A_i^j \vec{d}\right)_j \] (Lemma 4.2.15)

\[= x_\pi^{\text{len}(c(j))} + \sum_{i=0}^{\text{len}(c(j))-1} A_i^j \vec{d}_i \] (Lemma 4.2.5)

\[= x_\pi^{\text{len}(c(j))} + \sum_{i=0}^{\text{len}(c(j))-1} d_{x(i)} \] (Lemma 4.2.5)

\[= x_j + \sum_{i=0}^{\text{len}(c(j))-1} d_{x(i)} \] (Lemma 4.2.8)

\[= x_j + \text{cyclesum}(j) \] (Definition 4.2.12)

However, we want to know how the result of \(f^t(\vec{x})\) looks like. \(t\) is by definition a multiple of all \(\text{len}(c(j))\). So, we have to see how a component \(x_j\) looks like if we apply \(f\) on the vector \(\vec{x}\) a multiple of \(\text{len}(c(j))\) times. The term \(x_j\) does not change because we permute a multiple of length of \(c(j)\) (Lemma 4.2.9). We have seen that if we apply \(f\) \(\text{len}(c(j))\) times to \(\vec{x}\) we have to add the \(\text{cyclesum}(j)\) to \(x_j\). If we apply \(f\) a multiple of \(\text{len}(c(j))\) times to \(\vec{x}\) we have to add a multiple of \(\text{cyclesum}(j)\) to \(x_j\).

For all \(l \in \mathbb{N}\), the following holds

\[
f^{t \cdot \text{len}(c(j))}(\vec{x})_j = \vec{x}_j + l \cdot \text{cyclesum}(j).
\]

\[ (4.1) \]

The proof is done by induction and can be found in the appendix (page ??).

For \((f^t(\vec{x}))_j\) we therefore have:

\[
\left(f^t(x)\right)_j = \left(f^{t \cdot \text{len}(c(j))}(x)\right)_j = \vec{x}_j + \frac{t}{\text{len}(c(j))} \cdot \text{cyclesum}(j)
\]

(4.1)

\[= \vec{x}_j + \frac{t}{\text{len}(c(j))} \cdot \text{cyclesum}(j) \]

Before we continue our analysis of the loop of Program 5, we look at the effect the rule \([x_j := e]\) has on a PGF. For a PGF, \([x_j := e]\) means that the exponents of the unknown
variables are changed according to the evaluation function $c$:

$$\llbracket x_j := e \rrbracket (G_\mu) = \sum_{i_1, \ldots, i_k \in \mathbb{N}} \mu(i_1, \ldots, i_k) X_1^{i_1} \cdots X_j^{e(i_1, \ldots, i_k)} \cdots X_k^{i_k}.$$ 

If the assignment has the form $x_j := x_j + i$ for an $i \in \mathbb{N}$, $\llbracket x_j := x_j + i \rrbracket (G_\mu)$ is the same as $X_j^i \cdot G_\mu$. We will demonstrate this with an example.

Example 4.2.17. Suppose $G_\mu = 0.5X^1Y^1 + 0.5X^4Y^2$. The PGF resulting from an application of $\llbracket x := x + 3 \rrbracket$ is

$$\llbracket x := x + 3 \rrbracket (G_\mu) = 0.5X^{1+3}Y^1 + 0.5X^{4+3}Y^2 = 0.5X^4Y^1 + 0.5X^7Y^2.$$ 

The effect $\llbracket x := x + 3 \rrbracket$ has on $G_\mu$ is the same as multiplying $G_\mu$ with $X^3$:

$$X^3G_\mu = X^3 \left( 0.5X^1Y^1 + 0.5X^4Y^2 \right) = 0.5X^{1+3}Y^1 + 0.5X^{4+3}Y^2 = 0.5X^4Y^1 + 0.5X^7Y^2.$$ 

Now, we continue our analysis of the loop of Program 5. We have one variable, $c$, on which the decision whether the loop is continued or not is based on. This decision is done by probabilistic choice. The probability is changing according to a permutation $\sigma$.

So we have different probabilities for continuing the loop and determine by $\sigma$ on which probability the decision is based on. $\bar{x}$ is changed according to a function $f$. So, the components of $\bar{x}$ are all changed at the same time.

The program has the property that we can see parallels between the different executions of the loop body: After we executed the loop as often as the length of cycles of $\pi$ and $\sigma$ ($t$) and look at $\bar{x}$, we can see parallels to the value of $\bar{x}$ $t$ executions before.

We will show that based on the number of turns, $t$, we can deduce what the $\langle \langle \mathbb{P} \left( P, G_\mu, B^{n_k} \right) \rangle \rangle_{\bar{B}}$ look like. We do this in steps: We first show that $P, G_\mu, B^{n_k+t}$ and $P, G_\mu, B^{n_k}$ differ only by a factor $c$. After that we show what form $P, G_\mu, B^{n_k}$ has for all $k \in \mathbb{N}$ and finally, we prove a form for $\langle \langle \mathbb{P} \left( P, G_\mu, B^{n_k} \right) \rangle \rangle_{\bar{B}}$.

Lemma 4.2.18. For the loop of Program 5, the following holds $P, G_\mu, B^{n_k+t} = c \cdot P, G_\mu, B^{n_k}$ with $c = \left( \prod_{\ell=1}^t \left( 1 - p_{\pi^\ell(1)} \right) \right) \prod_{i=1}^n X_i^{cyclesum_{\pi^\ell(1)}(\text{len}(c_{\pi^\ell(i)}))}$ and $t = \text{len}(c_{\pi,1}) \prod_{i=1}^m \left( \text{len}(c_{\pi,i}) \right)$ where $m$ is the number of cycles of $\pi$.

Proof. We observe that the loop body consists of two different parts: $P_{\text{assign}}$ is where $\bar{x}$ is updated and $P_{\text{prob}}$ in which the probability is updated and a probabilistic choice is made. So $P_{\text{assign}}$ corresponds to $\bar{x} := A_\pi \cdot \bar{x} + \bar{d}$ and $P_{\text{prob}}$ corresponds to $\bar{p} := B_\sigma \cdot \bar{p}; \{c := 0\} \{\bar{p}_1\} \{c := 1\}$. 


Then for all $k \in \mathbb{N}$, the following holds:

$$p_{\mu,B_n^{k+1}} = \left\langle \left[ \mathbb{P} \right] \left( p_{\mu,B_n^k} \right) \right\rangle_{c \neq 0}$$

$$= \left\langle \left[ \mathbb{P}_{\text{assign}}; \mathbb{P}_{\text{prob}} \right] \left( p_{\mu,B_n^k} \right) \right\rangle_{c \neq 0}$$

$$= \left\langle \left[ \mathbb{P}_{\text{prob}} \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right] \right\rangle_{c \neq 0}$$

One part of $\mathbb{P}_{\text{prob}}$ is the probabilistic decision $\{c := 0\}|p_1\{c := 1\}$. It means that with probability $p_1$, $c$ is set to zero afterwards, with probability $(1 - p_1)$ it is set to one. The probability $p_1$ depends on the number of loop executions. For now, we just write $p$.

$$p_{\mu,B_n^{k+1}} = \text{restrict} \left[ \mathbb{P}_{\text{prob}} \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right]_{c \neq 0}$$

$$= \left\langle p \cdot \left[ c := 0 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) + (1 - p) \left[ c := 1 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right\rangle_{c \neq 0}$$

$$= \left\langle p \cdot \left[ c := 0 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right\rangle_{c \neq 0}$$

$$+ \left\langle (1 - p) \left[ c := 1 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right\rangle_{c \neq 0} \text{ (restriction linear (Theorem 3.4.2))}$$

$$= \left\langle (1 - p) \left[ c := 1 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right) \right\rangle_{c \neq 0}$$

With every loop execution $\bar{\sigma}$ is permuted according to $\sigma$. So, for computing $p_{\mu,B_n^1}$ the probability on which the probabilistic decision is based on is $(B_\sigma \cdot \bar{\sigma})_1$ and for $p_{\mu,B_n^2}$ on $(B_\sigma^2 \cdot \bar{\sigma})_1$ and so on. Therefore, we have

$$p_{\mu,B_n^{k+1}} = \left( 1 - (B_\sigma^{k+1} \cdot \bar{\sigma})_1 \right) \left[ c := 1 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right).$$

We prove that by induction over $k \in \mathbb{N}$. The proof can be found in the appendix (page ??).

Since $(B_\sigma^k \bar{\sigma})_1 = p_{\sigma^k(1)}$ (Lemma 4.2.5), we have

$$p_{\mu,B_n^{k+1}} = \left( 1 - p_{\sigma^{k+1}(1)} \right) \left[ c := 1 \right] \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right).$$

We know that the assignment $\left[ c := 1 \right]$ never changes the original value of $c$ since $c$ is 1 at the beginning and at the end of each non-terminating execution of the loop. Therefore, $\left[ c := 1 \right]$ has no effect and can be omitted:

$$p_{\mu,B_n^{k+1}} = \left( 1 - p_{\sigma^{k+1}(1)} \right) \left( \left[ \mathbb{P}_{\text{assign}} \right] \left( p_{\mu,B_n^k} \right) \right).$$

We observe that $\left[ \mathbb{P}_{\text{prob}} \right]$ scales the PGF by a factor. Because $\left[ \mathbb{P}_{\text{assign}} \right]$ is linear (Theorem...
4.3.2 we propose:

$$p_{\mu, B^n k} = \left( \prod_{i=1}^{k} \left( 1 - p_{\sigma^i(1)} \right) \right) \left( [P_{\text{assign}}]^k \left( p_{\mu, B^n 0} \right) \right) \quad \text{for all } k \in \mathbb{N}. \quad (4.2)$$

The proof is done by induction and can be found in the appendix (page ??).

However, we are not really interested how the PGF $p_{\mu, B^n 0}$ is modified in order to get the PGF $p_{\mu, B^n k}$ for all $k \in \mathbb{N}$. We are interested in how a PGF $p_{\mu, B^n k}$ differs from the PGF $p_{\mu, B^n k+t}$. In order to obtain $p_{\mu, B^n k+t}$ from $p_{\mu, B^n k}$ we have to apply $t$-times $[P_{\text{prob}}]$ and $t$-times $[P_{\text{assign}}]$. Therefore, we propose:

$$p_{\mu, B^n k+t} = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right) \right) \left( [P_{\text{assign}}]^t \left( p_{\mu, B^n k} \right) \right)$$

The proof is done by induction and can be found in the appendix (page ??). It uses equation (4.2). The reason why $\prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right)$ has as bounds 1 and $t$ is due to the fact that we look only at the cycle $c_{\sigma^i(1)}$ to obtain the current probability.

Now, we have to look at what $[P_{\text{assign}}]^t$ means for a PGF. Every application of $[P_{\text{assign}}]$ corresponds to an application of the function $f: \vec{x} \mapsto A_{\mu} \vec{x} + \vec{d}$. We know that $f^t(\vec{x}) = \vec{x} + \frac{t}{\text{len} (c_{\sigma^i(j)})} \text{cyclesum}_\pi (j)$ because of Lemma 4.2.16. So after $t$ executions of the loop $\text{cyclesum}_\pi (j)$ has been added to each variable $x_j$. So it means that

$$[P_{\text{assign}}]^t = \begin{bmatrix} x_1 := x_1 + \frac{t}{\text{len} (c_{\sigma^i(1)})} \text{cyclesum}_\pi (1), \ldots, x_n := x_n + \frac{t}{\text{len} (c_{\sigma^i(n)})} \text{cyclesum}_\pi (n) \end{bmatrix}.$$ 

The ordering of the assignments $x_j := x_j + \frac{t}{\text{len} (c_{\sigma^i(j)})} \text{cyclesum}_\pi (j)$ has no impact on the outcome since the right hand sides of the assignments contain no other variables than $x_j$. Before, we saw in the remark and Example 4.2.17 that $\left[ x_j := x_j + t \right] (G_\mu) = X_j^t G_\mu$. That means that $\begin{bmatrix} x_j := x_j + \frac{t}{\text{len} (c_{\sigma^i(j)})} \text{cyclesum}_\pi (j) \end{bmatrix}$ has the same effect on the input PGF as multiplying the input PGF with $X_j^t (\sigma^i(j))$. So we can write

$$p_{\mu, B^n k+t} = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right) \right) \left( [P_{\text{assign}}]^t \left( p_{\mu, B^n k} \right) \right) = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right) \right) \prod_{i=1}^{n} X_i \left( \frac{t}{\text{len} (c_{\sigma^i(i)})} \text{cyclesum}_\pi (i) \right) \left( p_{\mu, B^n k} \right)$$
4.2 Applications for the Proof Rules

\[ c \left( P, G, B, n_k \right). \]

Since we know in what \( P, G, B, n_k \) and \( P, G, B, n_k \% t \) differ from each other, we can look at how \( P, G, B, n_k \) and \( P, G, B, n_k \% t \) differ from each other. Since \( t \) applications of the loop body change \( P, G, B, n_k \) only by a factor, a multiple of \( t \) applications changes \( P, G, B, n_k \) by the power of that factor. That means that \( P, G, B, n_k + l \cdot t = c \left( P, G, B, n_k \right) \).

Lemma 4.2.19. For the loop of Program 5, the following holds:

\[ P, G, B, n_k = P, G, B, n_k \% t \cdot c \left( P, G, B, n_k \right) \]

for all \( k \in \mathbb{N} \)

with \( c = \prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right) \cdot \prod_{i=1}^{n} X_i \)

and \( t = \text{len} \left( c_{\sigma,1} \right) \cdot \prod_{i=1}^{m} \left( \text{len} \left( c_{\pi,i} \right) \right) \)

where \( m \) is the number of cycles of \( \pi \).

The proof is done by induction and can be found in the appendix (page ??).

With the form we found for \( P, G, B, n_k \) we can now deduce the form for \( \left( \left[ P \left( P, G, B, n_k \right) \right] \right) \).

Theorem 4.2.20. For the loop of Program 5, the following holds:

\[ \left( \left[ P \left( P, G, B, n_k \right) \right] \right) = b_k \cdot c \left( P, G, B, n_k \right) \]

for all \( k \in \mathbb{N} \)

with \( c = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma^i(1)} \right) \right) \cdot \prod_{i=1}^{n} X_i \)

\( t = \text{len} \left( c_{\sigma,1} \right) \cdot \prod_{i=1}^{m} \left( \text{len} \left( c_{\pi,i} \right) \right) \)

We now have to determine the probability on which the probabilistic choice is based on. We saw in the proof of Lemma 4.2.19 that if we have \( \left[ P \left( P, G, B, n_k \right) \right] \) this probability is \( p_{\sigma^k(1)} \).

Finally, we can deduce the following:

\[ \left( \left[ P \left( P, G, B, n_k \right) \right] \right) = \left( \left[ P \left( \left[ P \left( P, G, B, n_k \right) \right] \right) \right] \right) \]
\[
\begin{align*}
\langle p_{\sigma^{k+1}(1)}[c := 0] \rangle \langle \text{assign} \rangle \left( p_{G_{\mu}, B^n k} \right) + \left( 1 - p_{\sigma^{k+1}(1)} \right) [c := 1] \langle \text{assign} \rangle \left( p_{G_{\mu}, B^n k} \right) \rangle |_{-B} \\
= p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( p_{G_{\mu}, B^n k} \right) \\
= p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( c \cdot \frac{1}{n} k \% t \right) \\
= p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( \left( \prod_{i=1}^t (1 - p_{\sigma^i(1)}) \right) \cdot \prod_{i=1}^n \text{cyclexsum}_{\pi(i)} \left( \text{len}(\pi(i)) \right) \cdot \left( \frac{1}{n} k \% t \right) \right) \\
\quad \text{(Lemma 4.2.19)} \\
= \left( \prod_{i=1}^\ell (1 - p_{\sigma^i(1)}) \right) \left( \frac{1}{n} k \% t \right) p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( \left( \prod_{i=1}^n \text{cyclexsum}_{\pi(i)} \left( \text{len}(\pi(i)) \right) \right) \cdot \left( \frac{1}{n} k \% t \right) \right) \\
\quad \text{(definition of } c) \\
\quad \text{(} \langle \text{assign} \rangle \text{ linear)} \\
\end{align*}
\]

We saw in the proof of Lemma 4.2.19 that \( \prod_{i=1}^n X_i \) has the same effect on a PGF as \( \langle \text{assign} \rangle \left( \frac{1}{n} k \% t \right) \).

\[
\begin{align*}
\langle [P] \left( p_{G_{\mu}, B^n k} \right) \rangle |_{-B} \\
= \left( \prod_{i=1}^\ell (1 - p_{\sigma^i(1)}) \right) \left( \frac{1}{n} k \% t \right) p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( \left( \prod_{i=1}^n \text{cyclexsum}_{\pi(i)} \left( \text{len}(\pi(i)) \right) \right) \cdot \left( \frac{1}{n} k \% t \right) \right) \\
= \left( \prod_{i=1}^\ell (1 - p_{\sigma^i(1)}) \right) \left( \frac{1}{n} k \% t \right) p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( \left( \prod_{i=1}^n \text{cyclexsum}_{\pi(i)} \left( \text{len}(\pi(i)) \right) \right) \cdot \left( \frac{1}{n} k \% t \right) \right) \\
= \left( \prod_{i=1}^\ell (1 - p_{\sigma^i(1)}) \right) \left( \frac{1}{n} k \% t \right) p_{\sigma^{k+1}(1)}[c := 0] \langle \text{assign} \rangle \left( \left( \prod_{i=1}^n \text{cyclexsum}_{\pi(i)} \left( \text{len}(\pi(i)) \right) \right) \cdot \left( \frac{1}{n} k \% t \right) \right) \\
\quad \text{(} \langle \text{assign} \rangle \text{ linear)} \\
\end{align*}
\]

Since \( \langle \text{assign} \rangle \) has no effect on the value of \( c \) we can change the order of applications of \( \langle \text{assign} \rangle \) and \( [c := 0] \).
4.2 Applications for the Proof Rules

We know that \( k = \left\lfloor \frac{k}{t} \right\rfloor \cdot t + k \% t \). In addition, \( t \) is a multiple of \( \text{len} \left( c_{\sigma(1)} \right) \). With Lemma 4.2.9 we can therefore deduce

\[ \sigma^{k+1}(1) = \sigma^{\left\lfloor \frac{k}{t} \right\rfloor \cdot t + k \% t + 1}(1) = \sigma^{k \% t + 1}(1) \]

With that there follows for \( \langle [P] \rangle \left( p_{G_{\mu}B_n k} \right) \mid \neg B \):

\[
\left\langle [P] \left( p_{G_{\mu}B_n k} \right) \right\rangle \mid \neg B = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma(1)} \right) \right) \cdot \left( \left\lceil \frac{t}{\text{len}(\pi_{\sigma(1)})} \right\rceil \right) \left( [P_{\text{assign}}] \left[ \frac{t}{\pi_{\sigma(1)}} \right] \cdot \left( p_{\sigma(1)} \right) \right)
\]

We saw that the effect of \( [P_{\text{assign}}]^t \) on a PGF is the same as multiplying it with \( \prod_{i=1}^{n} X_i \). Therefore, we have

\[
\left\langle [P] \left( p_{G_{\mu}B_n k} \right) \right\rangle \mid \neg B = \left( \prod_{i=1}^{t} \left( 1 - p_{\sigma(1)} \right) \right) \cdot \left( \left\lceil \frac{t}{\text{len}(\pi_{\sigma(1)})} \right\rceil \right) \left( \prod_{i=1}^{n} X_i \right) \left( [P_{\text{assign}}] \left[ \frac{t}{\pi_{\sigma(1)}} \right] \cdot \left( [P] n_{k \% t} \right) \right) \mid \neg B
\]

The form we could now prove for \( \left\langle [P] \left( p_{G_{\mu}B_n k} \right) \right\rangle \mid \neg B \) is exactly the form we need for the second proof rule, Theorem 4.1.10. So for all programs of the form of Program 5 we can find a closed form according to the form of \( \left\langle [P] \left( p_{G_{\mu}B_n k} \right) \right\rangle \mid \neg B \) (Theorem 4.2.20).

**Corollary 4.2.21.** Because of Theorem 4.2.20 and Theorem 4.1.10 we can find for \( [\text{while}(B)\{P\}] (G_{\mu}) \) with a while-loop as in Program 5 a closed form. This closed form
is given by

$$\left\lceil \text{while}(B)\{P\}\right\rceil (G_{\mu}) = \sum_{j=0}^{t-1} \frac{b_j}{1 - c_j} + p_{G_{\mu},B} e_0$$

for \(t, b_0, ..., b_{t-1}, c_0, ..., c_{t-1}\) from Theorem 4.2.20
Chapter 5

Conclusion

In this bachelor thesis, we developed rules for a semantics based on PGFs. We proved that those rules are well-defined and linear. This is a good starting point for future use of this semantics. Furthermore, we introduced two proof rules to deal with while-loops. Those rules simplify the computation of the result of a while-loop. We presented one form of a while-loop these rules can always be applied to. This form allows the while-loop to contain a probabilistic decision which is based on a set of different probabilities. Furthermore, in the loop body, a set of variables can be summed up with a constant and be permuted. That way we can apply the proof rule to some often-used examples for probabilistic programs like the duelling cowboys program.

Further ideas would be to look at other forms of while-loops and whether they can be analysed with the existing proof rules. In addition, the general question – i.e., in which cases a closed form for the PGF resulting from a while-loop exists or not – might be interesting to discuss. This is due to the fact that it is easier to extract stochastic measurements like expected values from PGFs with a closed form.

This bachelor thesis mainly dealt with while-loops where the variables are only modified by addition with constants. Another idea would be to think about while-loops where variables are multiplied with constants or with another. Not only the modification of the variables could be different but also the modification of the probability. The form of program we looked at has a fixed set of probabilities the probabilistic decision is based on. However, we could construct a program where this probability changes over the course of the execution. Additionally, we could look at loops with more than one probabilistic decision. We might even be able to analyse some of these loops with the existing proof rules. For some others, we might come up with new proof rules.

The PGF resulting from a while-loop always had a closed form for all examples and
the form of while-loop we looked at. It would be interesting to think about kinds of while-loops for which such a closed form exists or in what cases we might even be able to exclude that there is such a closed form.
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