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Preface

Any developer of discrete event systems knows that the most important quality of
the final system is that it be functionally correct by exhibiting certain functional,
or qualitative properties decided upon as being important. Once assured that the
system behaves correctly, it is also important that it is efficient in that its running
cost is minimal or that it executes in optimum time or whatever performance
measure is chosen. While functional correctness is taken for granted, the latter
quantitative properties will often decide the success, or otherwise, of the system.
Ideally the developer must be able to specify, design and implement his system
and test it for both functional correctness and performance using only one for-
malism. No such formalism exists as yet. In recent years the graphical version
of the Specification and Description Language (SDL) has become very popular
for the specification, design and partial implementation of discrete systems. The
ability to test for functional correctness of systems specified in SDL is, however,
limited to time consuming simulative executions of the specification and perfor-
mance analysis is not directly possible. Petri nets, although graphical in format
are somewhat tedious for specifying large complex systems but, on the other
hand were developed exactly to test discrete, distributed systems for functional
correctness. With a Petri net specification one can test, e.g., for deadlock, live-
ness and boundedness of the specified system. Petri nets in their various formats,
have been studied extensively since first proposed by Carl Adam Petri in 1962
[133] and several algorithms exist to determine the functional properties of nets.
Another paradigm which is aimed at testing for functional correctness is that of
process algebras or calculi for communicating systems.

The major drawback of Petri nets, as originally proposed and process algebras
(amongst others) is that quantitative analyses are not catered for. As a conse-
quence, the developer who needs to know about these properties in his system
has to devise a different model of the system which, apart from the overhead con-
cerned provides no guarantee of consistency across the different models. Because
of the latter, computer scientists during the last decade added time, in various
forms, to ordinary Petri nets to create Stochastic Petri nets (SPNs) and General-
ized Stochastic Petri nets (GSPNs) for performance modelling and a great deal
of theory has developed around Stochastic Petri nets as these are generically
known.

Another aspect which also contributed significantly to the development of Stochas-
tic Petri nets is the fact that their performance analysis is based upon Markov the-
ory. Since the description of a Markov process is cumbersome, abstract models
have been devised for their specification. Of these, queueing networks (QNs) was
originally the most popular, especially since the analysis of a large class of QNs
(product-form QNs) can be done very efficiently. QNs cannot, however, describe
system behaviours like blocking and forking and with the growing importance
of distributed systems this inability to describe synchronisation naturally turned
the focus to Petri nets as well.
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Stochastic Petri nets are therefore a natural development from the original Petri
nets because of

e the advantage of their graphical format for system design and specification

o the possibility and existing rich theory for functional analysis with Petri
nets

o the facility to describe synchronisation, and

e the natural way in which time can be added to determine quantitative prop-
erties of the specified system.

The disappointing thing about Stochastic Petri nets is that the integration of time
changes the behaviour of the Petri net significantly. So properties proven for the
Petri net might not hold for the corresponding time-augmented Petri net. E.g., a
live Petri net might become deadlocked or a non-live Petri net might become live.
We will see that the analysis techniques developed for Petri nets are not always
applicable to SPNs. But there are ways around this, as we shall see in this book.
Also, using Stochastic Petri nets to specify the sharing of resources controlled by
specific scheduling strategies is very cumbersome. So the pendulum has swung
back, in a sense, that we introduce certain concepts from queueing theory when
presenting Queueing Petri nets (QPNs) which offer the benefits of both worlds,
Petri nets and Queueing networks.

This book itself arose out of a desire by the authors to collect all one needs to
understand Stochastic Petri net theory in one volume. It is in three parts. The
first part is on stochastic theory leading to introductory queueing theory and
simple queues. In Part I we emphasise Markovian theory, because where general
queueing theory fails, Markovian analysis can often still be useful.

Part II is about Petri nets, starting with ordinary Petri nets and ending with
Coloured Petri nets. Ordinary and Coloured Petri nets do not involve time and
were developed to test the functionality of concurrent systems. In this part of
the book we give an overview of the most important analysis techniques paying
particular attention to the validation of those properties which are essential for
Stochastic Petri nets.

Our emphasis in Part III is on those Stochastic Petri net models which can be
analysed by Markovian techniques. The intention of this book is not to give an
overview of several or all Stochastic Petri net models appearing in the litera-
ture, but to stress a combined view of functional and performance analysis in the
context of some Stochastic Petri net models.

We hope that by reading this book, the reader will become as excited as we are
about the subject of Stochastic Petri nets and the many unsolved problems arising
from the increasing demands for correctness and performance when specifying
discrete event systems.

Falko Bause and Pieter Kritzinger
Dortmund, Germany

Cape Town, South Africa

1995.



Preface to the Second Edition

A great deal of progress has been made in the analysis of Petri nets and Stochastic
Petri nets since the first edition of this book appeared over 6 years ago. Amongst
others, partial state space exploration methods have been proposed and state-
based analysis techniques exploiting the structure of the system being modeled
are now known. In the case of Queueing Petri nets and stochastic Petri nets in
general, results and algorithms based on product-form solutions have been intro-
duced.

The results are that nets with up to 50 million states can now be analysed on
ordinary computing equipment. In order to guide the reader to these results we
have added several links in this edition to the relevant literature and updated the
Further Reading sections at the end of each chapter as starting points for more
detailed information.

Naturally, we were tempted to include the new material mentioned in the book.
That would have however, detracted from the focus and advantage of this text: A
concise introduction to both the functional and performance aspects of Petri nets
without emphasising the one or the other.

Falko Bause and Pieter Kritzinger
Dortmund, Germany

Cape Town, South Africa

2002.
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1 Random Variables

Much of the world around us is not very deterministic although it may not be
apparent at first glance. Consider a computer, for instance, which given the same
input values, will always give the same output. While a computer program is
processing incoming data however, it is often not possible to predict from one
moment to the next

— what input values will arrive for processing, or
— the time sequence in which they will arrive.

Think of the node of a computer network to understand this. Although the set of
messages which may arrive at the node is finite and known, we cannot tell for
certain from instant to instant which messages will arrive from where. Moreover,
the network software is likely to be using the same processor(s) at the node as
the operating system. When the process executing the network software will be
interrupted and by which process cannot be said for certain. All of which makes
it impossible to tell for certain what will happen next. We say the process just
described is stochastic.

The term stochastic has an exact mathematical meaning and there is a vast theory
developed to predict the behaviour of stochastic processes. This part of the book
gives only a basic introduction to that theory. Goodman [86] provides a more
thorough introduction to the subject while an extensive treatment can be found
in Howard [90].

1.1 Probability Theory Refresher

In order to understand stochastic theory, one needs to know some fundamen-
tal concepts of probability theory. This section provides such a basic introduc-
tion. For students wishing a more fundamental introduction, there are many good
books on probability theory, such as those of Feller [75] and Ross [152].

The first concept in probability theory that we need to know is that of an exhaus-
tive set of events which is a set of events whose union forms the sample space
S of all possible outcomes of an experiment. The sample space when we roll an
ordinary die, consists of 6 events for instance.

If two events A and B are such that

AN B =0 (the empty set)
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then the two events are said to be mutually exclusive or disjoint. This leads to
the concept of mutually exclusive exhaustive events {A1,As, ..., A,} which are
events such that

AiAj :AiﬂAj = 0 foralli;éj
AiUAU...UA, = S (L.1)
The next important concept is that of conditional probability. The conditional

probability of the event A, given that the event B occurred (denoted as P[A|B])
is defined as

PJA|B] =

whenever P[B] # 0.
The statistical independence of events can be defined as follows. Two events A
and B are said to be statistically independent iff

P[AB] = P[A]P|B]. (1.2)

For three statistically independent events A, B, C each pair of events must satisfy
Eq. (1.2) as well as

P[ABC] = P[A|P[B|P[C]

and so on for n events requiring the n-fold factoring of the probability expres-
sion as well as the (n — 1)-fold factorings all the way down to all the pairwise
factorings. Moreover, for two independent events A and B

PIAIB] = P[A]

which merely states that the knowledge of the occurrence of an event B does not
affect the probability of the occurrence of the independent event A in any way
and vice-versa.

We also need to know the theorem of total probability for our basic understanding
of probability theory.

Theorem 1.1 Theorem of Total Probability. Consider an event B and a set of
mutually exclusive exhaustive events { A1,As, . .., Ay }. If the event B is to occur
it must occur in conjunction with exactly one of the mutually exhaustive events
A;. That is
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From the definition of conditional probability we may always write

P[A;B] — P[A|B|P[B]
= P[B|A]P[A]

which leads to the second form of the theorem of total probability

PIB) =3 PIBIAIPIA]

The last equation suggests that to find the probability of some complex event B,
one simplifies the event by conditioning it on some event A; in such a way that
computing the probability of event B given event A; is less complex and then to
multiply by the probability of the conditional event A; to yield the joint proba-
bility P[A; B]. Having done this for a set of mutually exclusive exhaustive events
{A;} we may then sum these probabilities to find the probability of the event B.
If we need to simplify the analysis even further, we may condition event B on
more than one event and then uncondition each of these events by multiplying
by the probability of the appropriate condition and then sum all possible forms
of all conditions.

The final bit of probability theory that we are certain to come across in our study
of stochastic systems is Bayes’ theorem.

Theorem 1.2 Bayes’ theorem. Let {A;} be a set of mutually exclusive and ex-
haustive events. Then

P[B|A;]P[A;]

P[A;|B] = 71 P[B|Aj|P[Aj]

(1.3)

Bayes’ theorem allows us to compute the probability of one event conditioned
on a second by calculating the probability of the second conditioned on the first
and other terms.

Exercise 1.1 If there are n people present in a room, what is the probability
that at least two of them have the same birthday? How large may n be for this
probability to be less than 0.5?

Exercise 1.2 A student writes a multiple-choice examination where each ques-
tion has exactly m possible answers. Assume that a student knows the correct
answer to a proportion p of all the questions; if he does not know the correct
answer, he makes a random guess. Suppose that the student got the answer to a
particular question wrong. What is the probability that he was guessing?
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1.2 Discrete Random Variables

We call a variable random and denote it y if we cannot tell for certain what its
value will be. Examples of such random variables are the temperature outside on
any particular day, the number of customers in a supermarket checkout line or
the number of messages arriving at a network node.
A random variable is said to be discrete if the set of possible values of y is
countable (but not necessarily finite). Since we do not know for certain what
value it will have, we say that it will have value « with a probability p, (x). That
is

px(z) = Plx = a. (1.4)
In this formula, = can be any real number and 0 < px(x) < 1 for all values of x.
Py () is called the probability mass function of x.
Suppose that x can take on the values x1,r2,23,24 Or x5 with probability p1,p2,p3,p4
and ps respectively. Clearly,

The following random variables are important for our studies.

Definition 1.1 Bernoulli variable. A Bernoulli random variable x takes on values
of 0 and 1. The event {x = 1} is called a success and occurs with probability p.
The event {x = 0} is called a failure and occurs with probability ¢ = 1 — p.

Suppose an experiment consists of spinning an unbiased coin. If we spin the coin
n times we say that we have performed n trials and if the outcome is either O or
1, true or false, we refer to that as a Bernoulli trial.

Definition 1.2 Binomial variable. The probability mass function of a binomial
random variable x that yields k successes in n independent Bernoulli trials is
defined by

px(k) = ( . )p’“q”_k

Definition 1.3 Geometric variable. Suppose it took N Bernoulli trials to obtain
the first success. The variable N is said to be geometric and its probability mass
function is given by

pn(k) =¢"'p (1.5)

Another way of describing a random variable x which takes values from an or-
dered set is to give a formula for the probability that it will take on values of
x; which are less than or equal to some value a. This leads to the following
important definition.
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Definition 1.4 The cumulative distribution function of a random variable x is

the function
Fy(a) = pr(x)

z<a

defined for all real variables a.

Another way of denoting the cumulative distribution often encountered in the
literature is

Fx(x):P[ng]

Again, it should be evident that the values of the function F), are between 0 and
1. Using F, we can calculate

Pla < x <b] = Fy(b) — Fy(a) (1.6)
This follows easily from the fact that

x<bp={x<apu{a<x <0}

so that
F\(b) = F\(a) 4+ Pla < x <]

and the equation in (1.6) follows.

Exercise 1.3 If the probabilities of a male or female offspring are both 0.5, find
the probability of a family of five children being all male.

Exercise 1.4 A person has 18 bank-notes which includes 4 counterfeits in his
purse. If he pays for an item with 2 bank-notes selected randomly from his purse,
what are the probabilities that

1. both notes are genuine;
2. one of the notes is a counterfeit;

3. both notes are counterfeits?

Exercise 1.5 An Ethernet local network has k stations always ready to transmit.
A station transmits successfully if no other station attempts to transmit at the
same time as itself. If each station attempts to transmit with probability p, what
is the probability that some station will be successful?
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1.3 Continuous Random Variables

In Sec.1.2 we obtained the distribution function of the discrete random variable
by summing values of the mass function. When we now replace summation by
integration, we obtain the notion of a continuous random variable.

A random variable y is said to be continuous if there exists a nonnegative func-
tion f, () such that the cumulative distribution function F) (x) can be calculated
from

a
Fy(a) = / fo(@)dz (1.7
—00
and frequently defined by the expression
Fy(a) = P[x <d

The function f, () is called the probability density function of the random vari-
able x. Again, because we are concerned with probabilities, we must have the
condition

/;OO fx(x)de =1 (1.8)

Also, analogous to Eq. (1.6) we can calculate the probability that a random vari-
able x lies in the interval (a,b) from

Pla < x <b] = /ab fy(x)dz (1.9)

The density function f, (z) does not have to be continuous, but the distribution
function F (x) is automatically continuous. This implies

Plx=2z]=0 (1.10)
for any value of x, so that the events
{a<x<b} {a<x<b} {a<x<b}

all have the same probability given by the integral in (1.9).
It should be clear that we can compute the density function from the distribution
function from

d (z) (1.11)

:%X

fx(z)

The probability density function we will meet over and over again is the negative
exponential density function given by

Fr() = Xe™® (1.12)
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The constant A is called the parameter of the distribution and the function is
undefined for z < 0.
The corresponding cumulative distribution function is easily calculated to be

Fx(a) = /0 e My =1—e N (1.13)

fora > 0, and F'(a) = 0if a < 0. Note also that lim,_,~, F'(a) = 1 as it should
be, since it is certain that 0 < z < oo.

Exercise 1.6 Find the probabilities that a random variable having an exponen-
tial distribution with parameter X = 10 assumes a value between 0 and 3, a
value greater than 5, and a value between 9 and 13.

Exercise 1.7 The life expectancy of a certain kind of lightbulb is a random vari-
able with an exponential distribution and a mean life of 100 hours. Find the
probability that the lightbulb will exceed its expected lifetime.

1.4 Moments of a Random Variable

In most cases we are not interested in the specific distribution function of a ran-
dom variable, but only in some characteristic values, the moments. The mean or
average value of a real positive random variable x(t) is used very often and it is
more frequently referred to as the expectation of that variable. We write E[x] or
X for that value and it is defined by

mmzémmwwt

Note that we integrate only over the interval ¢ € [0,00) since the independent
variable will always be time in our discussions.

We will see later on that we will need to know the expectation of the power of
a random variable as well. The expected value of the nth power of a random
variable is referred to as its nth moment. Thus the more general nth moment (the
mean is just the first moment) is given by

E["] = /0 T (bt

Furthermore, the nth central moment of a random variable is defined to be

G0 = [0

The second central moment is used very often and is referred to as the variance,
usually denoted by ai and defined as before by
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o2 = (x—x)7
= -7

The square root o, of the variance is referred to as the standard deviation. The
ratio of the standard deviation to the mean of a random variable is called the
coefficient of variation denoted by

a-
_ X
Cy =

X

Exercise 1.8 Referring to Ex. 1.5 (page 17), compute the mean number of colli-
sions to be expected by any one of the k stations before a successful transmission.

Exercise 1.9 Compute the mean and coefficient of variation of a random vari-
able which is exponentially distributed with parameter \.

1.5 Joint Distributions of Random Variables

Use the symbol R™ to denote the set of all n-tuples of real numbers. Let x1,x2, - . .
be random variables. These random variables are said to have a joint discrete
distribution if there exists a nonnegative function p(x1,x2, ... ,x,) of n real vari-
ables that has the value 0 except at a countable set of points in R", such that

Plx1 = z1,x2 = T2, ..., Xn = Tn] = p(x1,22,...,2p)

for all points (x1,x2, . ..,x,) in R™. Obviously we must have that

> plx) =1

TER™

Similarly we say that the collection x1,x2,-..,x» of random variables has a
joint continuous distribution if there exists a nonnegative integrable function
f(x1,x9,...,x,) of n real variables that satisfies

al an,
Plx1 Salj...,xngan}:/ / flx1,x9, ... xp)dxy ... dzy,
— o — o

for all choices of upper limits a1, . . . ,a,. The function f is called the joint prob-
ability density function of the random variables x1,x2,...,Xx» and as in the
discrete case, we must have

o0 oo
/ / f(z1,20,. .. xp)dey ... da, =1
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If we know the joint distribution f of x1,x2,...,Xn, We can obtain the distribu-
tion of any one, say X, of the random variables by simply integrating over all
values of the remaining random variables. That is, f,,(x) =

oo o0
/ e / fl@r, . 1,2, T g1,y T )T o AT 1d T g1 - - - dTy,
— 00 — 00

is the probability density function of x,,. The same holds true for the discrete
case where we would sum, rather than integrate, over all possible values of the
other variables.

1.6 Stochastic Processes

In the previous sections we frequently referred to a random variable x taking on
a value x. Nowhere did we make any mention of time, or, in other words, when
X took on what value or how that varied with time. Should we do that, we have
what is known as a stochastic process. Mathematically then, a stochastic process
is a family of random variables {x(¢)} defined over the same probability space.
Put differently, the values (also called states) that members of the family x(¢)
can take on all belong to the same set called the state space of x(t).

Examples of stochastic processes are the number of persons on the beach as
a function of the time of the day or the number of processes executing on a
computer as a function of time. You will come to suspect already that if we can
describe the latter mathematically we have made great progress at predicting the
behaviour of the computer.

The classification of stochastic processes (some people also call them random
processes) depends on three things: the state space; the nature of the time pa-
rameter and the statistical dependencies among the random variables x(t) for
different values of the time parameter.

Definition 1.5 [f the values x = (x1,x9,...) in the state space of x(t) are finite
or countable, then we have a discrete-state process, also called a chain. The state
space for a chain is usually the set of integers {0,1,2,...}. If the permitted values
in the state space may range over a finite or infinite continuous interval, then
we say that we have a continuous-state process. The theory of continuous-state
stochastic processes is not easy and we will only be considering discrete-state
processes in this book.

Definition 1.6 If the times t = (t1,to, ... t,) at which we observe the value of
X(t) are finite or countable, then we say that we have a discrete-time process;
if these times may, however, occur anywhere within a set of finite intervals or
an infinite interval of time, then we say that we have a continuous-time process.
When time is discrete we write Xy, rather than x(t) and refer to a stochastic
sequence rather than a stochastic process.



22 1 Random Variables

Definition 1.7 Consider the joint distribution function (refer Sec. 1.5) of all the
random variables X = {x(t1),x(t2), ...} given by

Fx(x;t) = Plx(t1) < @1, ... ,x(tn) < @] (1.14)

forall x = (x1,22,...,2), t = (t1,t2,...,tn) and all n. Then the nature of
Fx (x;t) is the third quantity which determines the class of a stochastic process.

In this book we will consider only the class of stochastic processes known as
Markov processes.
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2 Markov Processes

In 1907 a Russian mathematician, A.A. Markov, described a class of stochastic
processes whose conditional probability density function is such that

P[X(t) = x|X(tn) = xnaX(tn—l) =Tn—-1,--- aX(tO) = .T()] (2.1)
= Plx(t) = z|x(tn) = zp], t >ty >th1>...> 1

The above condition is known as the Markov property. A Markov process is a
stochastic process {x(t), ¢ € T'} for which this property holds. We will assume
that T = [0,00) in our discussions and write S = {z; = i; i € Ng}', the state
space of the process.

The intuitive explanation of the Markov property is to say that the future of the
process, from time ¢,, onwards, is determined only by the present state. However
the process may have evolved to its present state x(,), it does not influence
the future. However, even if the history of the system up to the present state
does influence the future behaviour, we may still be able to satisfy the Markov
assumption by a change in the state structure. Let us assume, for example, that
the next state depends on the last two states of our IV state Markov chain (MC)>.
Then we could define a new Markov process with N? states, where each state in
the new process would consist of successive pairs of states in the old process. In
this way the Markov property of Eq. (2.1) would still be satisfied, albeit at the
expense of considerable increase in computational complexity. Any dependence
of future behaviour on a finite number of historical steps can, at least in theory,
be treated in the same way.

Definition 2.1 Homogeneous Markov Processes. A Markov process {x(t)} is
said to be homogeneous or stationary if the following condition holds

Plx(t+s) = z|x(tn + 5) = ] = P[x(t) = z[x(tn) = n] (2.2)

The equation expresses that a homogeneous Markov process is invariant to shifts
in time.

Throughout our discussions we shall use as an example of a Markov process
a surfer which goes from beach to beach in some random way as surfers tend
to do. We shall describe the state of this Markov process, z;, 1 = 1,2,...,N
by the number ¢ of the particular beach the surfer is on. In fact, for notational
convenience, we shall use throughout the integer 7 to denote the state z; of a
Markov process.

! N denotes the set of positive integers and Ny additionally includes the 0.
2 A Markov process with a discrete state space is also called a Markov chain.
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In the case of a homogeneous Markov process, the particular instant ¢,, in Eq. (2.2)
does not matter either so that the future of the process is completely determined
by the knowledge of the present state. In other words,

pij<t —tn) == Px(t) = jlx(tn) = 1] (2.3)

In fact, worse than that, an important implication is that the distribution of the
sojourn time in any state must be memoryless. Our surfer does not know how
long he has been at this beach! If you think about it, if the future evolution de-
pends on the present state only, it cannot depend on the amount of time spend in
the current state either.

When time is continuous, there is only one probability distribution f, (y) of the
time y spent in a state which satisfies the property

Plx zy+slx > s] = Plx 2y

and that is the negative exponential function

Hw) =X, y>0 (2.4)

In other words, the sojourn times in a Continuous Time Markov Chain (CTMC)
have an exponential probability distribution function. We will prove this fact in
Sec. 2.3 on page 46. Not surprisingly, we will meet the exponential distribution
many times in our discussions.

Similarly, for a Discrete Time Markov Chain (DTMC), the sojourn time 7 in a
state must be a geometrically distributed random variable (cf. Eq. (1.5))

pp(n)=Pln=nl=¢""(1-¢q),n=123,...;0<¢<l. (25

with cumulative distribution function F},(n)

Fy(n) = Xn:pn(k)
k=1

Note that when a process has an interarrival time distribution given by F;,(n) it
is said to be a Bernoulli arrival process. Moreover, let n = né for n an integer
and ¢ the basic unit of time. Then the mean time is given by

> )
0 kpn(k) = —— 2.6

from which the mean arrival rate is (1 — ¢) /0.

In order to decide whether a particular process is a Markov process, it suffices to
check whether the distribution of sojourn times is either exponential or geometric
and whether the probabilities of going from one state to another only depend on
the state the process is leaving and on the destination state.
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Exercise 2.1 The weather bureau in an European country decided to improve its
record for weather prediction. This is made a little easier by the fact there are
never two sunny days in a row. If it is a sunny day however, the next day is just
as likely to be rainy as it is likely to be just grey and dull. If it is not a sunny day,
there is an even chance that the weather will be the same the next day. If there is
a change from a rainy or dull day, there is only a 50 percent chance that the next
day will be sunny.

1. Is the stochastic process we have just described Markovian?

2. If it is only approximately Markovian, what can one do to improve the ap-
proximation?

2.1 Discrete Time Markov Chains

In this section we concern ourselves with the case where the time spent in a
Markov state has a discrete distribution whence we have a Discrete Time Markov
Chain (DTMC).

Definition 2.2 The stochastic sequence {xn|n = 0,1,2,...} is a DTMC pro-
vided that

P[XnJrl = mn+1|Xn = TnsXn—1 = Tn—1y---7X0 = $0] = (27)
P[Xn—l-l = xn+1|Xn = lUn]

forn e N.

The expression on the right-hand side of this equation is the one-step transition
probability of the process and it denotes the probability that the process goes
from state z,, to state x,,41 when the time (or index) parameter is increased from
n ton + 1. That is, using the indices for notating the states,

pij(nn+1) = Plxni1 = jlxn = ]
The more general form of the sth step transition probabilities is given by
Pij(n,s) = Plxs = jlxn =]

which gives the probability that the system will be in state j at step s, given that
it was in state ¢ at step n where s > n.
Note that the probabilities p;;(n,s) must satisfy the following requirements:

0<pij(n,s) <1, ij=12,....N; n,s=0,1.2,...

Zpij(n,s) =1,i=12,...,N; ns=0,12,...
JjES
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The probability of going from state ¢ to state j is the probability of somehow get-
ting from ¢ at time n to some intermediate state k at some time r and from there
to state j. The events {x, = k|x, = i} and {xs = j|x, = k} are independent,
so that using this and the fact that from the Markov property,

P[Xs :j|Xr :kaXn:i] :P[Xs :j‘Xr:k]

we can write recursively over all possible intermediate states k

ps(ns) = 30 Pl = ks = 1Pl = sl =
keS

= > pir(nr)pr(rs) (2.8)
k

for n < r < s. Eq. (2.8) is known as the Chapman-Kolmogorov equation for
DTMC.

If the DTMC is homogeneous (cf. Eq. (2.2)) which will be the case in all of our
discussions, the probability of various states m steps into the future depends only
upon m and not upon the current time 7; so that we may simplify the notation
and write

pij(m) = pij(nan + m) = P[Xn+m = J’Xn = Z]

for all m € N. From the Markov property we can establish the following recur-
sive equation for calculating p;;(m)

pij(m) =Y pir(m — Dp;(1), m=23,... (2.9)
k
We can write Eq. (2.9) in matrix form by defining matrix P = [p;;], where
pij := pij(1), so that
pm = pm=lp (2.10)
where
PO =7

the identity matrix. Note that

and in general

P = pm™ m =012, ... (2.11)
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This equation enables us to compute the m-step transition probabilities from the
one-step transition probabilities.
(m)

Next we consider a very important quantity, the probability 7,

DTMC in state j at the mth step:

of finding our

" = Plym = j] 2.12)

How can we calculate these probabilities?
If we write

Pl = pij(m) = Pl = jlxo = i
for the m-th step transition probability where we have assumed, without loss of
generality, that we entered state ¢ at time 0, then multiplying both sides of this
equation by WZ(O) = P[xo = i] (cf. definition in Eq. (2.12)), summing over all
states and applying theorem of Total Probability (cf. page 14), we obtain

S Pho=ipl" = Y Plxo=ilPlxm = jlxo =]
S = Phon =1

or, alternatively
™ =Sl Vpl 2.13)
i

That is, the state probabilities at time m can be determined by multiplying the
multistep transition probabilities by the probability of starting in each of the
states and summing over all states.

The row vector formed by the state probabilities at time m is called the state
probability vector II(™), That is,

[I0W) — () elm) )y

0 ’ﬂ-l ,7-[-2 PAEIE
With this definition, Eq. (2.13) can be written in matrix form as follows
) =@ pim =012, ...
or from Eq. (2.11)

nm =m@Opm  pm=012,... (2.14)
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WAIKIKI

N |

IPANEMA

CLIFTON

Figure 2.1 A Markov chain.

Example 2.1 Consider the simple discrete time MC in Fig.2.1 which illustrates
the behaviour of our surfer. This diagramme is also called the state transition
diagramme of the DTMC. Every instant a unit of time elapses the surfer decides
to do something. When at the Clifton, he decides to go to Waikiki with probability
% or may decide to go to Ipanema with the same probability (our surfer happens
to be very affluent). When in Ipanema he may in fact decide to stay there with
probability % at the end of a time period. With our beaches numbered as shown,

we have
0 05 05
P=| 03 0 0.7
0.2 0.3 0.5
Assume that our surfer starts off at Clifton (beach 1). In other words the initial

distribution is T10) = (1,0,0). From Clifton he can go to Ipanema or Waikiki
with equal probability, i.e.,

0 05 05
n® = (1,00 03 0 07 | =(0,05,0.5)
0.2 03 05

from Eq. (2.14) and so on.

As we will see later, the vector IT(™) of state probabilities tends to a limit for
m — co. Even more, one can show that for specific DTMCs the effect of I1(9) on
the vector II™) completely vanishes. For our surfer that means, e.g., even if we
do not know at which beach he started the probability of finding him at a specific
beach after a long time is nearly constant. This phenomenon does not hold for
all DTMC:s. Consider, e.g., the DTMC of Fig. 2.2. If the process starts in state 0
it stays there forever. But starting in state 3 there is a chance that the process gets
absorbed in state 5. Clearly, the probability II(™) is not independent of the initial
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Figure 2.2 A simple Markov chain.

distribution. This effect or to be more precise the absence of such effects can
be verified by investigating the structure of the state transition diagramme. E.g.,
from state 0 or 5 of the DTMC given in Fig. 2.2 no other state can be reached,
thus intuitively explaining the described effect.

Next we consider a classification of Markov states based on the structure of the
state transition diagramme.

Consider states 7,5 € S. If there is a path from ¢ to 7, i.e., there exists an integer
n (which may depend on ¢ and j7) such that

Dij (n) >0

then we write ¢ — j.

Two states ¢ and j are said to communicate, written ¢ = j, if there is a path from
state ¢ to state j and vice versa.

Let Cli] = {jli = j; j € S},Vi € S. We call C[i] the class of state i.

Example 2.2 Consider the simple MC in Fig. 2.2. In that figure, C[0] = {0},C[5]
{5},C[1] ={1,2,3,4}.

Definition 2.3 A MC is said to be irreducible if every state communicates with
every other state.

An irreducible MC clearly has only one class of states, i.e. C[i| = C[j] Vi,j € S.
The MC of Fig. 2.2 is reducible since 0 = 1 is for instance not true.

Let C denote any class of state and C' be the set of Markov states not in the class
C.

Definition 2.4 A class C is said to be closed if no single-step transition is pos-
sible from any state in C' to any state in C. If C consists of a single state, say 1,
then i is called an absorbing state. A necessary and sufficient condition for i to
be an absorbing state is that p; = 1.
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Since the latter implies p;; = 0 for ¢ # j, an absorbing state does not communi-
cate with any other state.
The MC of Fig. 2.2 has two absorbing states, 0 and 5.

Definition 2.5 A class C is said to be transient if there is a path out of C. That
is, if 3i € C' and k € C such that p;, > 0. The individual states in a transient
class are themselves said to be transient.

States 1, 2, 3 and 4 in the MC of Fig. 2.2 are all transient.

Definition 2.6 A MC is said to be absorbing if every state in it is either absorbing
or transient.

Finally we define an ergodic class.

Definition 2.7 A class C' is said to be ergodic if every path which starts in C
remains in C. That is

Z Dij = 1, VieC

jeC
The individual states in an ergodic class are called ergodic. An irreducible MC
consists of a single ergodic class, i.e. C[i] = S,Vi € S.

Next write f}m) for the probability of a Markov process leaving a state j and first
returning to the same state j in m steps. Clearly the probability of ever returning
to state 7 is given by

fi=> f}m)
m=1

We now classify the states j of a MC depending on the value f; of the state. Not
surprisingly, if f; = 1 we say the state is said to be recurrent; if a return is not
certain, that is f; < 1, then state j is said to be transient. Furthermore, if our
MC can return to state j only at steps 1,21,3n, ..., where n > 2 is the largest
such integer, then state j is said to be periodic with period 7. If such an integer
number 7 does not exist, then the state j is said to be aperiodic.

Knowing the probability f](m) of returning to state j in m steps, we can now
define another interesting quantity, the mean recurrence time M; of state j.

M= mf™ 2.15)
m=1

The mean recurrence time is thus the average number of steps needed to return
to state j for the first time after leaving it.

We can further describe a state j to be recurrent null if M; = oo, whereas it
is recurrent nonnull if M; < oo. Note that an irreducible MC can only have
recurrent null states if the number of states is infinite.

With all this in mind, we can now state the following important result[ | 08] with-
out proof:
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Theorem 2.1 The states of an irreducible DTMC are all of the same type; thus
they can be either

e all transient,
e all recurrent nonnull, or
e all recurrent null.

Moreover, if periodic, then all states have the same period n.

Exercise 2.2 Assume that we don’t know for certain where our surfer has started.
An oracle tells us that he might have started at Clifton with a chance of 19%, at
Waikiki with 26% and at Ipanema, the beach he likes most, with a chance of 55%.
What is our vector ©©) now? Calculate 7r(1), 7r(2), ),

2.1.1 Steady State Distribution

The most interesting DTMCs for performance evaluation are those whose state
probability distribution ﬂ](-m) does not change when m — oo or to put it dif-
ferently, a probability distribution 7; defined on the DTMC states j is said to
be stationary (or have reached a steady state distribution) if 7rj(-m)

(0)

T =Ty, that is, once a distribution 7; has been attained, it does not change in
the future (with m).

= m; when

Definition 2.8 Define the steady state probability distribution
{m;;j € S} of a DTMC by

m; = lim 7r(-m)

m—0o0

We are after the steady state probability distribution {ﬂ'j} of being in state j at
some arbitrary point in the future. Clearly, if we know this, we can say a great
deal about the system modelled by the MC. When the DTMC is irreducible,
aperiodic and homogeneous the following theorem [108] helps us out.

Theorem 2.2 In an irreducible and aperiodic homogeneous MC the limiting
probabilities 7; always exist and are independent of the initial state probabil-
ity distribution. Moreover, either

1. all states are transient or all states are recurrent null. In both cases m; =
0V j and there exists no steady state distribution, or

2. all states are recurrent nonnull and then w; > 0V j, in which case the set
{m;} is a steady state probability distribution and

1

T
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In this case the quantities m; are uniquely determined through the following
equations

omo o= 1 (2.17)
Zmpij = 7 (2.18)

where M; is defined in Eq. (2.15).

A recurrent nonnull DTMC is also referred to as an ergodic MC and all the states
in such a chain are ergodic.

From our definitions in the previous section, we know that a finite MC is ergodic
if from any state it is possible to reach any other state and belong to a single
class.

The limiting probabilities 7; of an ergodic DTMC are referred to as equilibrium
or steady state probabilities. It should be clear that if we observe an ergodic MC
for a fixed time 7, that the average sojourn time T; spent in state ¢ by the DTMC
during T can be computed from

T =m 1 (2.19)

Another quantity which will be useful to us is the average time v;; spent by the
DTMC in state ¢ between two successive visits to state j in steady state. This
quantity is also known as the visit ratio or mean number of visits, and can be
computed from

vij = % (2.20)

Referring to Eq. (2.18), it is more convenient to find that equation expressed in
matrix notation. In order to do this we define the probability vector II as

II = [7T0,7T1,7T2, .. ]
so that we may now rewrite Eq. (2.18) as
II=11P (2.21)

Note that Eq. (2.21) follows directly from the equation II1(™) = II(m~D P py
taking the limit as m — oo. The following example illustrates that no unique
steady state distribution exists for a periodic MC.

Example 2.3 Consider the periodic MC illustrated in Fig.2.3 and let TI¥) =
(1,0,0). Then

M =1 p = (0,1,0)
n® =11 p = (0,0,1)
e =11® P = (1,0,0)
¥ =1 P = (0,1,0)
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(——

Figure 2.3 A simple periodic Markov chain.

0.75 0.25
1

O OO0

Figure 2.4 A simple reducible Markov chain.

Clearly the limit IT = lim,, 1™ does not exist. Similarly the MC must be
irreducible for a unique solution to exist as the following example illustrates.

Example 2.4 Consider the reducible MC illustrated in Fig.2.4 and let T1(©) =
(1,0,0,0,0). Then

0 0 075 025 0
00 1 00

mW=ua®| o1 0o 0 0 |=(00,0.750.250)
00 0 01
00 0 10

112
1®
14

1M P = (0,0.75,0,0,0.25)
11 P = (0,0,0.75,0.25,0)
13 P = (0,0.75,0,0,0.25)

Again there is no limit IT = lim,,,_ m).

So far we have not said anything about the size of the state space of our DTMC.
When the state space in our examples is finite we speak of a finite MC. The
states of a finite aperiodic irreducible DTMC are always ergodic.

In the following example we determine the steady state distribution for our surfer
example in Fig. 2.1.

Example 2.5 Using Eq. (2.21) we can write the following set of linear equations:
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Figure 2.5 The homogeneous discrete time MC of the exercise

m = 07T1+0.37T2+0.27T3
m = 0.5m 4+ 0mo + 0.373 (2.22)
w3 = 0.5m +0.7m9 + 0.573

Note that in Eqs. (2.22) above, the last equation is a linear combination of
the second and the first, indicating that there is a linear dependence among
them. There will always be a linear dependence amongst the set of equations
in Eq. (2.21) and it is the reason why we have to use the additional Eq. (2.17)
to derive a solution. Using the latter equation and any two of the equations in
(2.22) we obtain approximately

m = 0.188
my = 0.260
m3 = 0.552

So our surfer is most likely to be found on the beach at Ipanema (probability
.552) and in fact he returns every ﬁ or 1.81 days to that beach.

Exercise 2.3 Consider the stochastic process described in Exercise 2.1. Let C,R
and D represent a sunny, rainy and dull day respectively and in this way define a
new stochastic process with 9 states. Determine the new transition probabilities.
Consider this process to be a discrete time MC and find the probability of two
dull days following upon one another.

Exercise 2.4 Consider the homogeneous MC illustrated in Fig. 2.5.

1. Give the probability matrix P for the chain.

2. Under what conditions will the chain be irreducible and aperiodic, if at all?
3. Solve for the steady state probability vector 11.

4. What is the mean recurrence time of state 37

5. For what values of p and q will my = my = m3?
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2.1.2 Absorbing Chains and Transient Behaviour

When using MCs to model real systems it is often very useful to know the num-
ber of steps (or, equivalently, the time) spent in the transient states before reach-
ing an absorbing state. Think of executing a multi-layer network protocol: The
time spent by processes executing the protocol in one layer (transient states)
before going to the the next layer (absorbing state) is one example of such an
application. The absorbing MC illustrated in Fig. 2.6 consisting of a set S; of n;
transient states and a set .S, of n, absorbing states, illustrates what we have in
mind.

Figure 2.6 An absorbing MC.

We begin our analysis by numbering the states in the MC such that the n, ab-
sorbing states occur first and writing the transition probability matrix P as

I 0
P—(R Q) (2.23)

Once in an absorbing state the process remains there, so I is the identity matrix
with all elements p; = 1, 1 < ¢ < n,. Ris an ny X n, matrix describing
the movement from the transient to the absorbing states, and Q is a ny; X ny
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matrix describing the movement amongst transient states. Since it is not possible
to move from the absorbing to the transient states O is the n, X n; zero matrix.
Since the formula for matrix multiplication also applies to matrices written in
block form, we can calculate the powers of P in terms of the matrices R and Q:

#=(rion @)

and

P=(nionrom &)

or in general

P=(yr @)

where N, = I +Q+Q*+ ...+ Q" 1 =", QL.
We can now state the following fundamental result for an absorbing MC:

Theorem 2.3 Whenn — oo, then Q™ — 0and N,, — (I — Q)_l. In particular,
the matrix I - Q is invertible.

We will not prove the theorem (for a proof see [86]) but, from Eq. (2.14) above
and the knowledge that for a transient state the steady state probability m; = 0,
the first part of the result is easy to accept intuitively.

Write

N =[ngl=I-Q)"

N is called the fundamental matrix of the MC.
It follows from the last theorem that

T 0
nIEEOP—<NR 0)

For absorbing chains, the only interesting starting states are the transient ones.
Assume that we start with an initial state ¢ € S;. For each state j € S, define
the random variable v;; to be the number of visits to state j before an absorbing
state is reached. Define v;; = 1 when i = j.

We know from Th. 2.2 that v;; < oo for any transient state j, and that v;; has
finite expectation. Assuming these properties we can now prove the following
theorem:

Theorem 2.4 For every pair of transient states i,
Elvij] = nij

where N = [n;;] is the fundamental matrix as before.
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Proof. Suppose that we move from starting state ¢ to state & in the first step. If k
is an absorbing state, we can never get to state j. If k is a transient state, we are
in the same situation as before with starting state k instead. Using the Markov

property,

Elvi] = 0 + Y, qinElv]
keS:

The term ¢;; is the Kronecker delta function with value 1 if i = j and O otherwise
and it counts the initial visit to state j in case the starting state is j. Denote by M
the matrix whose i,j-entry is E[v;;] for all 4,j € S;. Then the last equation can
obviously be written

M=1+QM
sothat M = (I —Q)~' = N. O

Referring to Fig. 2.6, starting off in some state ¢ € S, the total number of steps
(transitions) before reaching an absorbing state is clearly the sum of times we
visit every state in .S; before absorption. Denote this random variable by v; and
its expected value E[v;] by 7;.

Theorem 2.5

Ti= Y miy i€S (2.24)
JESt
and T; < oc.

Proof. Since the expectation of the sum is the sum of the expectations the latter
result follows from the previous theorem. a

Write 7 = (71,72, . .. ,Tn, ). Then
7=Ne' (2.25)

where e is the row vector with 1’s in every position.

What about the expected number of steps needed to reach an absorbing state,
given that we will start in any of the transient states with probability distribution
7= (r1,r2,...,rn,)? This quantity we will denote by the scalar value 7 and refer
to it simply as the mean time before absorption.

Theorem 2.6 Let T be the mean time before absorption of a DTMC with tran-
sient state set Sy = {1,2, ... n.} and initial probability distribution 7 = (r1,r2, .

Then

r=FNel (2.26)

Ty )
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Proof. Since r; is the probability of a starting state ¢ € Sy, and 7; the expected
value of the number of steps to reach an absorbing state from that state ¢, the
result follows. a

Furthermore, define o7 as the variance of the time v; before absorption starting

in state i € S; and 02 = (0?,...,02,) as the vector of the variance of these

)
times. Let 75 = (E[v7],...,E[v2,]). Then it can be shown (cf. [103], page 49)
that

Theorem 2.7
o2 = (2N — )7 — 73> (2.27)
Proof. From Sec. 1.4 we know that

2 _ E[UZ] _ 72 (2.28)

7 K3

Q

Using the same argument as in Th. 2.4 we write for

Evf] = D> a1+ Y qnE[(vi +1)7]

keSS, keSt
= 1+ Z g E[v?] + 2 Z qikE[vi]
keSy keSt

= 1+ g (B[] + 2B[vi])
keSt

Using vector and matrix notation, we can thus write
Bpf] = e +Q(E[v}]+27)
which reduces to

E[v?] = N(e' 4+ 2Q7)

(2

=7+2(N-1)T
by substituting for N@Q and Ne' from Eq. (2.26). The result follows. a

In theory we therefore have the formulas in Egs. (2.26) and (2.27) to compute
the mean and variance respectively for the time before absorption. In practice,
computing the matrix N = (I — Q)~! for a MC with a large state space is
no mean task. Courtois and Semal[56] fortunately have devised a method of
computing 7 and o2 from P. We next describe their technique without proving
the results. Proofs can be found in [103].

To start off, we define the augmented transition probability matrix

( @ -Qe ) (2.29)
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Note that (I — Q)e" is the vector of transition probabilities from the states in S;
to a new state say, a € S,, and 7 and Q are the same as before.

The clever idea is that, assuming irreducibility and aperiodicity, the Markov pro-
cess defined by the matrix in Eq. (2.29), has the same behaviour as a new pro-
cess with the state a designated as an absorbing state provided one assumes that
whenever the latter chain reaches the absorbing state a, it is restarted with the
initial vector 7" and this is done infinitely many times. The new, absorbing MC is
described by the matrix

< %2 (I_lQ)eT ) (2.30)

Again, the ergodic behaviour of the process described by Eq. (2.29) describes the
behaviour of the absorbing chain of Eq. (2.30) over an infinite number of runs,
each started with the initial distribution vector 7.

Theorem 2.8 If 7 is the mean time before absorption of the chain

Q (I-Qe’
0 1
when started with the initial distribution 7, then

1
T=—-—1,
Ta

where T, is the last component of the steady state distribution of the DTMC

described by the matrix
Q (I-Q)"
r 0

The proof of this theorem can be found in [56]. Intuitively, 1/, is the mean
time between two visits to the last state a of the Markov process described by the
matrix in Eq. (2.29) (cf. Th. 2.2) and each time the system is in this last state, one
further step is needed to restart the absorbing chain with the initial distribution 7.
A similar result exists for the variance o2 of the time before absorption.

Theorem 2.9 If o2 is the variance of the time before absorption of the chain

Q (I-Q)’
0 1
when started with the initial distribution 7, then

2

ol =277 — 17— 12



40 2 Markov Processes

where T is as before and 7' is given by

and 7!, is the last component of the steady state distribution of the DTMC de-

scribed by the matrix
Q (I-Q)e’
7 0

i 1
T = (7T1,7T2,...,7Tm)
1—m,

with

where 7; is the steady state distribution of the MC given in Th. 2.8.
This concludes our study of discrete time MCs.

Exercise 2.5 Tivo gamblers are betting on the outcome of an unlimited sequence
of coin tosses. The first gambler always bets heads, which appears with proba-
bility p, 0 < p < 1 on every toss. The second gambler always bets tails, which
appears with probability ¢ = 1 — p. They start with a total of C chips between
them. Whenever one gambler wins he has to give the other one chip. The game
stops when one gambler runs out of chips (is ruined). Assume the gamblers start
with C' = 3 chips between them.

1. Determine the probability, in terms of p and q, that a gambler is ruined?
2. How long will the game last if the first gambler starts with 1 coin?

Exercise 2.6 Write a program to simulate the game described in the previous
exercise for a sufficient number of coin tosses. Use values of p = 0.2,0.4, ... ,0.8.
Compare your simulation results with the theoretical answers in the previous
exercise. Assume p = 0.6.

1. Determine the theoretical mean time of a game. Compare your answer with
your simulation results.

2. Determine the theoretical variance of the duration of a game. Compare
your answer with your simulation results.

2.2 Semi-Markov Processes

In our discussions thus far the Markov process had the property that a transition
was made at every time instant. That transition may well return the process to
the same state, but a transition occurred nevertheless.

We now turn our attention to a more general class of processes where the time
between transitions may be several unit time intervals, and where this time can
depend on the particular transition being made. This process is no longer strictly
Markovian, however, it retains enough of the Markovian properties to deserve
the name semi-Markov process[90].
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2.2.1 Formal Model of a Semi-Markov Process

A semi-Markov process can be thought of as a process whose successive state
occupancies are governed by the transition probabilities of a Markov process,
but which spends time in any state described by an integer-valued random vari-
able that depends on the state currently occupied and on the state to which the
next transition will be made. At the transition instants, the semi-Markov pro-
cess behaves just like a Markov process. We call this process the embedded
Markov process and denote the single step state transitional probabilities by
pij, 4,J = 1,2,...,N. For simplicity we assume that the process has a finite state
space of size N.

The times at which transitions occur are now, however, governed by a different
probability mechanism. Before making the transition from state 7 to the next state
j, the process “sojourns™ for a time 7;; in state i before proceeding to state j.
In our discrete time case, these sojourn times 7;; with expected value 7;; are
positive, integer-valued random variables, each governed by a probability mass
function s;;(m), m = 1,2, ... called the sojourn time mass function for a tran-
sition from state ¢ to state j. That is,

P[Tij = m] = sz-j(m), m = 1,2,3, ey i,j = 1,2, ce ,N
0o
i o=y msi(m)
m=1

One distribution s;;(m) we are familiar with is the geometric distribution
(1—a)a™ !, m=1.23,...

We assume that the mean of the sojourn time is finite and that the sojourn times
are at least one time unit in duration, i.e.,

Si]’ (0) = 0

In other words, to fully describe a discrete-time semi-Markov process, we must
specify N? holding time mass functions, in addition to the one step transition
probabilities.

Observe that we can consider the discrete-time Markov process we discussed in
the previous section to be the discrete-time semi-Markov process for which

Lifm=1, .
i) :{ 0ifm=2,.. ° WI=hEN

that is, all sojourn times are exactly one time unit in length.

We next define the waiting time 7; with expected value 7; as the time spent in state
1,9 = 1,2,...,N irrespective of the successor state and we define the probability
mass function of this waiting time as

3 Some authors refer to this time as the “holding time”.
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N
Plri=m] = Y pijsij(m)
j=1
N
T = Zpijﬁj
j=1

That is, the probability that the system will spend m time units in state ¢ if we do
not know its successor state, is the probability that it will spend m time units in
state ¢ if its successor state is 7, multiplied by by the probability that its successor
state will indeed be j and summed over all possible successor states.

2.2.2 Interval Transition Probabilities

As in the DTMC case, we next set out to compute the n—step transition proba-
bilities, which we denote ¢;;(n), for the semi-Markov case. That is, how can a
process that started by entering state ¢ at time O be in state j at time n?

One way this can happen is for ¢ and j to be the same state and for the pro-
cess never to have left state 7 throughout the period (0,n). This requires that the
process makes its first transition, to any other state, only after time n. That is

(5,‘]‘P[TZ‘ > n]

where

s _ [ Lifi=j
Y 0, otherwise

It is not difficult to see that the latter term can be written as

n N

6 (1= D> pijsij(m) (2.31)

m=0j=1

Let W(n) = {0;; (1 -0 Z;-V:lpijsij(m)ﬁ be the matrix of these ele-
ments.

Every other way to get from state 7 to j in the interval (0,n) would mean the
process made its first transition from state ¢ to some other state &k at a time m,
and then by a succession of such transitions to state j at time n. Note that we
have to consider all intermediate times m, 0 < m < n and intermediate states
k € S, S the Markov state space. In other words

N
> pirPlrie = mlorj(n —m) (2.32)
k=1

WE

Il
o

m

where i,j = 1,2,....N; n=0,1,2,...0r
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n N
Z Z pszzk Qbk] n— m) (2.33)

m=0Fk

Define the congruent matrix multiplication C' = AoB of two matrices A = {a;;}
and B = {b;;} by C' = {a;;b;;}, for all i,j. Furthermore, write

®(n) = {¢ij(n)}

n

S(n) = {1-) sij(m)}
m=0

With these definitions, Eq. (2.33) becomes

n

Z (PoS(m))®(n—m) n=0,12,...

m=0

and

®(n) =W(n)+ Xn: (PoS(m))®(n—m) n=0,12,... (2.34)

m=0

®(n) is called the interval transition probability matrix for the semi-Markov pro-
cess in the interval (0,n) and clearly

O(0) =1

Eq. (2.34) provides a convenient recursive basis for computing ®(n) for any
semi-Markov process. The quantities P and S(m) come directly from the defi-
nition of the process.

Example 2.6 Consider again our typical surfer of Fig. 2.1 on page 28, but let
us now give the example a semi-Markovian flavour. The nature of the surfer now
dictates that the length of time he will stay on a particular beach will depend on
both which beach he is on and where he intends to go next. The (sojourn) time
Tij 1s thus the length of time spent surfing on beach i with the intention of going
to beach j (where j = i is certainly possible). The lifeguards on each beach
have been keeping record of our surfer and have come up with the following
probability mass functions describing the surfer’s behaviour:

(D)) =) (3)" won=(2) ()"
wi) = () (5) e =(3) (1) = () (5)
i = (1) (1) =) () = (2) (o)

form=123,...

511(m)
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Solution. Consider the general geometric distribution function (cf. Sec. 1.2)
p(n) = (1 — a)a™ V). The first moment or mean 7 can be calculated in the fol-
lowing way:

n= Z n(l —a)a™Y

d
n o= (1—a)Z—a"
n:Oda
d 1
= (1-—a)—
( a)dal—a
B 1
 1-a

so that the first moment T;; in the example is given by

T = 3 Ti2=4; Ti3=23;
Tol = 2, To2=28; Tz =2.5;
731 = 4 T3 =3; T33=2;

Clearly beach 2 (Waikiki) is the most popular with our surfer, since he spends 8
units of time on the average surfing there and then immediately returning to it.
The mean time he spends on that beach, irrespective of where he might go next
is given by

To = P21721 + P2aT22 + P23T23
03x2+0x8+0.7x%x2.5
2.35

Exercise 2.7 In Ex. 2.6, compute the mean time the surfer spends on Ipanema,
assuming that he has arrived there from anywhere else but Waikiki.

2.2.3 Steady State Behaviour

We now set out to find the limiting behaviour of the interval transition prob-
abilities over long intervals. It is important to note that the MC structure of a
semi-Markov process is the same as that of its embedded Markov process. There-
fore the interval transition probabilities of a semi-Markov process can exhibit a
unique limiting behaviour only within the chain of the embedded Markov pro-
cess.

We begin by defining a limiting interval transition probability matrix & for our
process by
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® = lim ®(n)

n—oo

with elements ¢;;. However, in steady state, the limiting interval transition prob-
abilities ¢;; do not depend on the starting state 7 and we therefore write ¢;; = ¢;.
Define a vector ¢ = (¢0,¢1,...,¢n) as the vector of probabilities ¢; that the
semi-Markov process is in state j as time n — oo and let IT = {mg,71,...,7n}
be the steady state probability vector of the equivalent embedded MC [cf. Eq. (2.21)].
One can prove (see e.g., Howard[90]) that
T 2.35

& PORRET 239

or

1
o = —IIM
=

where we have written
N
T = Z T
Jj=1

and M is the diagonal matrix [7;] of mean waiting times.

Although the proof requires transform analyses which are beyond the scope of
this book, Eq. (2.35) is intuitively somewhat obvious in the following way: The
probability ¢; of finding the semi-Markov process in state j is the product of the
average time 7; spent in that state, multiplied by the probability 7; of being in
that state in the embedded MC and normalised to the mean total time 7 spent in
all of the IV possible states.

Note that Eq. (2.35) can also be written as

b = =Nme
J N mi—=
i=17; T
T
N —
> i1 VijTi

where v;;, given by Eq. (2.20), is the visit ratio defined on page 32.

Example 2.7 Suppose we want to know the steady state probability of finding
our surfer on Waikiki beach. This we can do by applying Eq. (2.35). In Ex. 2.5
we determined that

IT = (0.188,0.260,0.552)

so that
T2

¢o =

T1T1 + ToTo + m3T3
0.260 x 2.35
0.188 x 3.5 4+ 0.260 x 2.35 4+ 0.552 x 2.7
= 0.22

There is thus a 22 percent chance of finding him on Waikiki or beach number 2.



46 2 Markov Processes

Exercise 2.8 A car rental company has determined that when a car is rented in
Town 1 there is a 0.8 probability that it will be returned to the same town and
a 0.2 probability that it will be returned to Town 2. When rented in Town 2,
there is a 0.7 probability that the car will be returned to Town 2, otherwise it
is returned to Town 1. From its records, the company determined that the rental
period probability mass functions are:

i) = ()" = (1) (2)" w2
so1(m) = <i) (i)ml s92(m) = (112) G;)ml m=123,...

What percentage of the time does a car spend in Town 27

2.3 Continuous Time Markov Chains

In Sec. 2.1 we described how our surfer had to decide at regular, equal intervals
of time whether to leave or whether to stay on the beach where he is. If we now
allow him to decide at an arbitrary time which beach to go to next, we have the
continuous-time version of that example.

The Continuous Time Markov Chain (CTMC) version of the Markov property,
Eq. (2.1), is given by

Definition 2.9 The stochastic process {x(t),t > 0} is a CTMC provided

Px(t) = z|x(tn) = Tn,X(tn-1) = Tp—1, ... ,x(to) = 20 (2.36)
= P[x(t) = z|x(tn) = x,)]

for any sequence ty,t, . ..ty such thatty < t; < ... < t, and xy € S where S
is the (discrete) state space of the process.

The right-hand side of the above equation is the transition probability of the
CTMC and we write

pij(t,s) = Plx(s) = xj|x(t) = ]

to identify the probability that the process will be in state x; at time s, given that
itis in state z; at time ¢ < s. Since we are still considering discrete state Markov
processes (chains) we will continue to use ¢ € N rather than z; to denote a state
of our Markov processes.

Note that we need to define

1, ifi=j

0, otherwise (2.37)

pij(t,t) = {
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to establish the fact that the process may not leave immediately to another state.
We already mentioned in Sec. 2 on page 24 that the time a Markov process
spends in any state has to be memoryless. In the case of a DTMC this means that
the chain must have geometrically distributed state sojourn times while a CTMC
must have exponentially distributed sojourn times. This is such an important
property that we include a proof from Kleinrock[108] of it here. The proof is
also instructive in itself.

Let y; be a random variable which describes the time spent in state 7. The Markov
property specifies that we may not remember how long we have been in state ¢
which means that the remaining sojourn time in ¢ may only depend upon 7. As-
sume that this remaining time ¢ has distribution /(). Then our Markov property
insists that

Ply; > s+ t|ly; > s] = h(t)
i.e. h(t) is independent of s. Using conditional probabilities, we may write

Ply; > s +tNy; > 5]
Ply; > 5]
Ply; > s+ 1]
lyi > s

Ply; > s+ ty; >s] =

where the last step follows from the fact that the event y; > s + ¢ implies that
y; > s. Rewriting the last equation we obtain

Ply; > s +t] = Ply; > s|h(t) (2.38)
Setting s = 0 and since we know P[y; > 0] = 1 we have
Plyi > 1] = h(t)
which we then substitute in Eq. (2.38) to obtain the relation
Ply; > s+ t] = Ply; > s|Ply; > t] (2.39)

for all s,t > 0. All that remains is to show that the only continuous distribution
function which satisfies Eq. (2.39) is the negative exponential distribution. Write
fi(t) for the corresponding density function. Then we can write

SPli> ] = 50— Ply <)

= —fi(t) (2.40)
Using the latter result and differentiating Eq. (2.39) with respect to s we obtain

dPly; > s + 1]

ds = —fl(S)P[yZ > t]
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Dividing both sides by P[y; > t] and setting s = 0 we obtain the differential
equation

dP [yl > t]

Ply; >t —fi(0)ds

which by using (2.40) gives the following density function

filt) = fi(0)e 1"

for all ¢ > 0. Setting A\ = f;(0) we are back to f;(x) = Ae™** which we had
before in Eq. (2.4) on page 24. O
In other words, if a stochastic process has the Markovian property, the time spent
in a state will have a negative exponential distribution. This may seem rather
restrictive since many real systems do not have exponential time distributions.
In 1955 Cox [57] showed however, that a random variable y whose distribution
F\(x) has a rational Laplace transform can be represented as a series-parallel
network of stages as illustrated in Fig. 2.7 where the time distribution of each
stage has a different negative exponential distribution. In that diagramme stage
J,»Jj = 2,....k follows stage j — 1 with probability c; or does not follow with
probability 1 — «;.

The first and second moments of this distribution are given by [102]

Ex] :Z&Zf

i=1 =1 Hi
, . 2
k ‘o ]
2
BN =2 0|2 a2
=1 \j=1Hj =1 H

where

i—1
(51-:(1—041')1_[04]'
7=1

I —ap

Figure 2.7 The Coxian stage-type distribution.

If we now encode the stage number in which the process finds itself in the state
descriptor of our stochastic process, it is clear that the process will again be
Markovian.
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In fact one can approximate almost any distribution as closely as one wishes. The
drawback is that the size of the corresponding state space increases by a factor
k.

The obvious goal of CTMC analysis is to find the probability that the process
will be in state ¢ at a given time ¢ or alternatively, its steady state distribution.
In the continuous time case the solution is different from that for discrete time
in Th. 2.2, although the arguments are analogous. Let us now find that solution.
First of all define the following time-dependent transition probability

pij(s,t) = P[x(t) = jIx(s) = i

where the process is in state j at time ¢ given that it was in state ¢ at time s; s < t.
Using the same arguments as in Sec. 2.1 on page 25 that the process must pass
at some intermediate time w through some intermediate state k£ in order to get
from state ¢ to state 7 we can arrive at the Chapman-Kolmogorov equation for
continuous-time MCs:

pij(s,t) =D pik(s,u)pr;j(ust) (2.41)
k

where 7,5 = 0,1,2, ... Using the notation
H(s;t) = (pij(st))
we can write Eq. (2.41) as
H(s,it) = H(s,u)H (u,t), s<u<t
where from Eq. (2.37)
H(tt)=1

for I the identity matrix.

In Sec. 2.1 the solution II we wanted was given by II = IIP with P the one-step
transition probability matrix. For the CTMC the one-step transition probabilities
are replaced by the infinitesimal rates which are in turn given in terms of the
time derivative of p;;(s,t) ast — s.

In order to determine how this comes about we first of all write from Eq. (2.41)

pij(s,t + At) = pi(s,t)p;(t.t + At)
k

Subtracting p;;(s,t) from both sides and dividing by At¢ we obtain

pij(s,t + At) — pij(sit) o) (PRt + AL — prj(tt)
Sris(s ( )

At At

since p;j(s,t) = 21, Pik(s:t)pr;(t,t). At — 0 yields the following alternate form
of the forward Chapman-Kolmogorov equations for continuous-time MCs
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OH (s,t)
ot

= H(s,)Q(t), s<t (2.42)

where we have written the matrix Q(t) for

o H@trA) -1
Qt) = Alllerilo At

whose elements are defined as follows

pii(t,t + At) -1

@) = Jm T
- L pitt+ At
qij (t) = Al}tlllo At y 1TF ]

The intuitive interpretation of the quantities ¢;;(t) and ¢;;(t) is that when our
process is in state ¢ at time ¢, then the probability that a transition occurs to any
state other than i is given by —g;;(t)At + o(At). Thus, —g;;(t) is the rate at
which the process leaves state ¢ and similarly the probability of a transition to
state j in time interval At is ¢;;(¢) At + o(At) or rate ¢;;(t). Since we know that
>, pij(s,t) = Lit follows that

> ai(t) =0, Vi (2.43)

J

Using the same arguments as above we could also derive the backward Chapman-
Kolmogorov equations

OH (s,t)
Os

=—Q(s)H(st), s<t

Note that in terms of the individual matrix elements we can write the forward
Chapman-Kolmogorov equations as

Opij(s,t)

5 = GO)py(sit) + > ki (t)pir(sit) (2.44)

k£

The backward Chapman-Kolmogorov equations can be written as

Opii(s,t
pjais) = —qi()pii(s:t) = D qin(s)pas(s:1) (2.45)

ki

From these equations we can solve for H (s,t), but what we really need to know
is the probability 7;(¢) that the Markov process will be in state j at time ¢. Define
the vector of state probabilities

II(t) = (mo(t),m1(t),m2(t),...)
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If we are given the initial state distribution II(0) then we can solve for the time-
dependent state probabilities in a way similar to that in Sec. 2.1.1 from

II(t) = T1(0) H(0,¢)

Differentiating both sides of the last equation we obtain after applying Eq. (2.42)

dll(t) dH (0,t)
o\ 0)—2~
dt 0) dt
= I(0)H(0,t)Q(¢)
= TI(t)Q(¢t) (2.46)
Writing the latter matrix equation in terms of its elements, we obtain
dm;(t
50 a0+ Y el a7
k#j

Note the similarity between Eqs. (2.44) and (2.47). The former equation de-
scribes the probability that the process is in state j at time ¢ given that it was
in state ¢ at time s.

We now know that we can solve for the time-dependent probability distributions
II(¢) from Eq. (2.47). The explicit solution of this system of differential equa-
tions is given by

T1() = T1(0)elo Q0O

which is difficult to solve in most interesting cases and numerical methods have
to be used. As in the case of the DTMC we therefore fall back on the steady state
distribution when ¢ — oo while remembering that there may indeed be cases
where the time-dependent solution is very useful.

Before concluding this section we would like to note that concepts such as
reducibility, transient and absorbing states and chains which we discussed for
DTMC:s apply to CTMCs as well and we will not repeat those discussions here.

2.3.1 Steady State Distribution

Consider the case where our CTMC is homogeneous. If so, we can drop the
dependence on time and adopt the following notation

pij(t) = pij(s,s +1)
G = aqi(t), i,j=12,...
H(t) = H(S,S + t) = (pz-j (t))

QR = Q@)= (qy)

The forward and backward Chapman-Kolmogorov equations now become, re-
spectively,
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dp;;(t
3; ) _ qiipii(t) + Y arjpix(t) (2.48)
k#j
and
dp;;i(t
- gt( ) _ —qiipij(t) = > qikpr;(t)
ki
or for the state probabilities themselves
dm;(t
ét( ) = qjjﬂj(t) + Z qkﬂrk(t) (2.49)
k#j

When our CTMC chain is irreducible, homogeneous and all states are recurrent
nonnull, it can be shown (cf. [108]) that the following limit exists and is inde-
pendent of the initial state distribution. That is,

Jim ;(t) = m;
The vector IT = (7g,71,m2, . . .) is the steady state probability distribution we are
after. As was the case for a DTMC, the MC is said to be ergodic.
This limiting distribution is given uniquely by the solution of the following sys-
tem of linear equations

k#j

ZFjZl
J

where the latter equation again follows from the rules for probability conserva-
tion. In matrix form Eq. (2.50) may be expressed as

Q =0 2.51)

This latter equation is the CTMC equivalent of the very important Eq. (2.21) on
page 32 for the DTMC case. In the latter case P was the matrix of transition
probabilities, whereas the so-called infinitesimal generator () is a matrix of
transition rates.

Eq. (2.50) are also known as the global balance equations of the MC. If in
addition the following property holds, namely

qijTi = QT Vi,j (2.52)
then the MC is said to satisfy local balance and the solution to Eq. (2.52) is also
a solution to Eq. (2.50). Note that the reverse is not necessarily true.

Exercise 2.9 A computing center has only one technician and 3 computers. Each
computer randomly breaks down at an exponential rate of twice a day, and the
technician fixes them at an exponential rate of 3 computers per day. Whenever
all three computers are broken, the users help the technician and 4 computers
are fixed per day. Answer the following:

1. On the average how many computers are out of order?

2. At what mean rate are the computers breaking down?
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2.4 Embedded Markov Chains

In the case of a continuous time Markov process it is again possible to have an
embedded DTMC and arrive at a solution for the steady state probability distri-
bution in the way described in Sec. 2.2. The steady state transition probabilities

bij = Plxn+1 = Jlxn = 1]

can be calculated as a function of the transition rates g;;. In the case of a CTMC
the sojourn times 7;;; 4,7 = 1,2,...,N (cf. page 48) are all exponentially dis-
tributed with parameter g;;.

That is,

Plrj<z] = 1—e%® (2.53)
or Plry;>x] = e %" (2.54)

The probability p;; is the same as the probability that 7;; is the smallest of the
sojourn times 7;;, k # ¢. Denote this greatest lower bound by 7,;,. Then

Plrgy <z = P[U {Tir < z}]
=
= 1-P[( {7 > x}]
ki
kot
=D keti Gk
or Fr,(v) = 1l—e —##

from Eq. (2.54). The corresponding density function f; , () is thus

o Z k#i dik®T
ngzb (x> = - Z qixe€ k#j
ki
ki
However,
—Gii = ) qik
k#i
or —(gii +aij) == _ dik
ki
K]
so that
nglb(x) = —(qn- + qij)e(‘hi"!‘q:'j)m

It follows that
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o0
— _/ (1— e %%)(qs + qij)e(Qii+Qij)zdx
0
qij
s
The steady state probabilities 7 are then computed in a manner similar to that

described in Sec. 2.2.
This completes our discussion of discrete-state Markov processes.

Exercise 2.10 Consider the car rental exercise of Ex. 2.8 except that now you are
given that cars with destination Town 2 are rented at the average rate of 2 per
day in Town 1 and 14 per day in Town 2. Cars destined for Town 1 are rented at
the average rate of 6 per day in Town 2 and 8 per day in Town 1. Again calculate
the percentage of the time a car spends in Town 27



55

3  General Queueing Systems

With the basic theory of stochastic processes behind us we can now proceed to
apply that theory to model the performance of systems. Think about a typical
computer system, be it a multiprocessor, a computer network or a database sys-
tem. In all cases we have entities (processes, packets, transactions) requiring ser-
vice from some resource or set of resources (central processors, nodal processor,
file server). In doing so, these entities usually have to wait their turn before be-
ing served in some order. Even humans are regrettably only too familiar with the
world we have just described: it is known as queueing and a vast body of theory
known as queueing theory has developed around the subject over the years.
What then is the link between queueing theory and stochastic processes? As you
know from experience it is not always possible to predict the length of the waiting
line at the post office or bank. We know that the length of that line is a stochastic
process as is, for instance, the number of packets in the input buffer at a network
node at any time. It would thus make sense to have an understanding of basic
queueing theory in our study of performance modelling.
We focus our attention on the general queueing system illustrated in Fig. 3.1. In
queueing theory terminology the entities requiring service are called customers
and they are said to wait in a waiting line to be served by one or more servers
using some scheduling strategy such as First-Come-First-Served (FCFS). The
queue may have a finite capacity while the customers in turn may come from a
finite population.
In order to describe and analyse a queue we tag each customer with a subscript
n and denote the customer itself by C,,. So (), is the nth customer to enter the
(queueing) system. As suggested already, we define the random process N (t) as

N(t) := number of customers in the system at time t.

Another stochastic process is the unfinished work U (t) that exists in the system
at time t. When U () > 0, then the system is said to be busy, and when U (t) = 0

arrivals departures

Figure 3.1 A queue.
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Figure 3.2 Time sequence diagramme describing the queueing process.

it is said to be idle. These stochastic variables are displayed in the time sequence
diagramme in Fig. 3.2 where a customer C,,C}, 41, . . . arrives at the queue, waits
for a time w,, before proceeding to the server as soon as the previous customer
Cn—-1,Chp, ... has completed his service (FCFS service) and eventually leaves
after a service time of duration x,.

More formally then, we define the arrival time of customer C), to the queueing
system as the instant

Tn, := arrival time for C,

and define the time between the arrivals of C,,_1 and C), (the interarrival time)
as

t, := interarrival time between C,,_1 and C,,

= Tn— Tn-1

We assume moreover that the interarrival times are drawn from a continuous
distribution A(t), so that

Plt, <t] = A(t)

independent of n. The average interarrival time is a quantity of special signifi-
cance in queueing theory and it is given the symbol 1/\. That is

izéwmmw
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Note that the average arrival rate is given by \. Similarly, we define the service
time for C,, as

r, = service time for C),
and write B(x) for the distribution of that time. That is
Plz, < z] = B(x)

and write p for the average service rate with

i = /OOO xdB(x)

for the average service time which are also quantities we will come across very
frequently.

The sequences {t¢,} and {z,} are the independent variables of the queueing
system. The quantity of most interest to us is the waiting time which we define
as

wy = time taken by (), waiting in line.
The total time spent in the system by C,,, which we will call the queueing time'
is thus given by

Sp = waiting time plus service time for C,
= wy+ 3.1

Thus we have defined the interarrival time, the waiting time, the service time and
the queueing time for our customer C,,. Before concluding this section we would
like to introduce a very convenient shorthand notation that is in common use for
describing a queue. The reader will suspect already that the mathematical notion
of a queue is described by the arrival distribution A(¢) and the service distribution
B(x). Other determining attributes are the number m of servers and the system
capacity K, the total number of customers, including those in service, the queue
can accommodate. Another attribute is the scheduling strategy at the server while
it may also be necessary to specify the size of the customer population if this is
not infinite.

The shorthand way of describing the abovementioned attributes of a queue, known
as Kendall’s notation, is to write A/B/m/K/Z/Sched to identify the arrival pro-
cess/service process/number of servers/ maximum capacity/user population/scheduling
strategy of a queue. In the description of the arrival or service process the fol-
lowing conventions are used:

! In this book, the terms “waiting time” and “queueing time” will refer to the time waiting in line
and the total time spent waiting in line and being served respectively. The meaning of these is
not consistent throughout the queueing theory literature and the wise reader will make sure he
knows which meaning the particular author uses.
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G: general distribution

M: exponential distribution
C_k: k-phase Coxian distribution

D: deterministic distribution

Thus the queueing system M/G/1///FCFS has exponentially distributed interar-
rival times, a general service time distribution, a single server, infinite capacity,
infinite user population and uses the FCFS scheduling strategy. Usually if a field
is empty the extra slashes are left out, e.g. M/G/1/FCFS.

Exercise 3.1 Think of any freeway in your city. Can that be considered as a
queueing system? What would the customers be? And the server(s)?

Exercise 3.2 Give the shorthand notation for a queue with fixed interarrival
times and a 4-phase Coxian type service time distribution where the capacity
of the queue is K.

3.1 Little’s Law

Most of us would suspect that the faster customers arrive at a queue and the
heavier their service requirements, the longer they will spend in the queueing
system. This is indeed the case and the rule which describes this relationship
is known as Little’s Law (or theorem). A theoretical proof of this law can be
found in the original work of Little [ 1 15] and several other papers [68, , ,
]. We will use operational (i.e., “how it works™) arguments to derive the same
result.
Suppose we observe the queueing process described by Fig. 3.2 for an interval
of time (0,t), at the beginning of which there are no customers and count the
number a(t) of customers which arrive during this time. That is

a(t) := number of arrivals in (0,t)

Simultaneously we count the number d(¢) of departures during the same interval.
Thus

d(t) := number of departures in (0,t)

A typical behaviour for each of these two functions is illustrated in Fig. 3.3.
The number N () of customers in the system at time ¢ is then clearly

N(t) = a(t) — d(t)
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Figure 3.3 Aurrival and departure functions at a typical queue.

The area from O to time ¢ between the curves a(t) and d(t) in Fig. 3.3 is the
integral over time of the quantity N (¢) and obviously represents the time spent
by all the customers in the system (measured in units of customer-seconds) up
to point ¢. Denote this area by I(¢). Moreover let \; be defined as the average
arrival rate of customers during the interval (0,); that is,

If we define T; as the average queueing time (remember, waiting time plus ser-
vice time) per customer during the interval (0,t), then clearly
I(t
0
a(t)
Finally define IV, as the average number of customers in the system during the
interval (0,t), which can obviously be computed from
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Central Computer

Figure 3.4 Simplified computer system used in the exercise

Assuming that the limits

t—o0
T = limT;
t—o0

exist, then so will the limit N for NV, the average number of customers in the
system. The mean arrival rate A\ we have seen before and 7" is merely the average
value of the time s, in the system defined in Eq. (3.1) on page 57. This leads us
to the following important result

Theorem 3.1 Little’s Law. The average number N of customers in a queueing
system with arbitrary service and arrival distribution, with average arrival rate
A and average time in the system T, is given by

N = AT (3.2)

Note that in the derivation described earlier in this section we made no assump-
tions about the distributions of the service and interarrival times nor did we spec-
ify the service discipline or number of servers. Little’s law thus applies regard-
less and can be applied to any system with average arrival rate A and average
time 7T in the system. Moreover, if we know any two of the three unknowns in
the equation we can always compute the third.

There are also extensions to Little’s law dealing with the calculation of moments
of the random variables [46, , 120].

Exercise 3.3 Consider the computer system in Fig. 3.4. Assume that the think
time at each of the M terminals has a mean of 15 seconds and that, on the aver-
age, half of them are busy “thinking”. What is the delay in the central computer
when there are 10 terminals in use?
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3.2 Birth-Death Processes

A very useful class of Markov chain is the birth-death process. Birth-death pro-
cesses may be either discrete- or continuous-time processes in which the defin-
ing condition is that state transitions take place between state k and its nearest
neighbours k — 1,k and k + 1 only. In fact, as the name indicates, the birth-death
process is appropriate for modelling changes in the size of a population. When
the population is of size k we will say that the system is in state k. Moreover
a transition from state k£ to k£ + 1 will signify a “birth” within the population,
whereas a transition from & to & — 1 will denote a “death” in the population.”
Although the time parameter may be discrete as well (as the state space) for
the birth-death process, the continuous-time case is much more interesting and
the one we will analyse. We begin by introducing the notion of a birth rate g,
which describes the rate at which births occur when the population is of size k,
and similarly we define a death rate u; which is the rate at which deaths occur
when the population is of size k. Note that these rates depend only on k and are
independent of time so that our Markov chain is thus homogeneous. In terms of
our notation in the previous chapter, we have

Akes ifj=k+1
ks (N +pg), ifj =k
0, otherwise

Note that the fact that gxr, = — (A, + i) above, follows directly from Eq. (2.43)
on page 50. Note the assumptions that A\, > 0 for all k, that ;o0 = O (no deaths
are possible in a population of size 0), and that i > 0 for all & > 0.
Using the notation developed in the previous chapter we can write the infinitesi-
mal generator () for the general homogeneous birth-death process as

-0 Ao 0 0 0
pr o —(Ar+p) A 0 0
Q= 0 142 — (A2 + p2) Ao 0

0 0 3 —(A3+pu3) A3

Note that the sum of all elements in each row of the matrix () is zero as it al-
ways will be. Compare this with the sum of all row elements of the transition
probability matrix P in Sec. 2.1 which will always be 1.
The state probabilities 7 (¢), k = 0,1, ... at time ¢ can thus be found by solving
the set of differential equations equivalent to Eq. (2.47)

2 The astute reader will already suspect that this process resembles a queue where a “birth”
signifies an arrival to and a “death” a departure from the queue. That this is indeed the case for
a queue with very specific interarrival time and service time distributions (the M/M/1 queue)
will be discussed at the end of this chapter.
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Ab—1 )\k+1
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Figure 3.5 State-transition diagramme of the birth-death process.

dmi(t
Wgt( ) _ — (M A+ )T () + M1 -1 (t) + prgrmrgr (t),k > 1 (3.3)
dﬁc(l);t) = —Xomo(t) + p1mi(t) oy

These equations can be solved for the general transient case, but that is not easy.
Instead, we consider the steady state probabilities 7, k& = 0,1, . ... In that case
the above equations are a particular case of Eq. (2.51) and can be written

— (M + )T + A1 Tt + prr1mer = 0, A>1 (3.5)
—Aomo+pm = 0 (3.6)

Egs. (3.5) and (3.6) are known as the global balance equations. Before pro-
ceeding to solve these equations we digress to Fig. 3.5 which illustrates the state
transition diagramme of the birth-death process. Concentrating on state k we ob-
serve that one may enter it only from the state £ — 1 or from the state k£ + 1 and
similarly one leaves state k only to enter state k — 1 or state k£ + 1. From that
diagramme it is clear why we refer to the process we described as the nearest-
neighbour, birth-death process.

The clever thing is to note that we can obtain Egs. (3.5) — (3.6) directly from the
state transition diagramme in Fig. 3.5 by equating the rates of flow into and out
of each state k, k = 0,1, ... Indeed, the flow into state k comes from state k£ — 1
(with probability 7;_1) at rate A\;_1, and from state k£ + 1 at rate p1541. The total
flow into state £ is the sum of the rates weighted by the probabilities of the origin
states, or

flow into state k = A\g_17Tk—1 + [k4+1Tk+1

The flow out of state k is the product of the probability of state & and the sum of
the rates out of state k. That is,

flow out of state k = (\x + pux )T

Using the fact that under steady state conditions the flow out of state k£ equals the
flow into state k£ and Egs. (3.5) — (3.6) follow. We can solve the latter equations
from the fact that

Ao

T = —To
251
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and recursively from there on

(3.7)

=0 Hj+1

for all £ = 1,2,... Imposing the normalising condition ), m; = 1 we finally
obtain

-1
n=(1eX 10,
k40 j=0 Hi+1

Substituting into Eq. (3.7) we obtain

wk:(Hl A ) (1+ZkH1 gl )1 (3.8)

i—o Mi+1 k20 j=0 Hj+1

Note that for this limiting distribution to exist we must have

ST1

k0 j=0 Hj+1

< 0

and we call the latter the condition of ergodicity (i.e., that a steady state solution
exists) for the birth-death process.

Exercise 3.4 Consider a birth-death system with the following birth and death
coefficients

Mo = (K+2)X £=0,1,2,...
pe = kp k=123,...

1. Find 71, and give the condition of ergodicity.

2. Determine the average number of customers in the system.

3.3 Poisson Process

We mentioned in the last section that to find the transient solution for Egs. (3.3) —
(3.4) is not very easy in general. In fact, more than that, the birth-death process in
the general case is not all that interesting either. A special case which is, however,
of central importance in queueing theory, is that for a pure birth process in which
we assume that i, = 0 for all k. Moreover, to simplify the problem even further,
we will assume that A\, = A forall £ = 0,1,2, ... Substituting this into Egs. (3.3)
—(3.4) we have
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dmo(t) _
GRS (3.10)

Assuming that the process starts out from state 0 at time ¢ = 0, or

1, k=0

then solving for 7y (¢) from Eq. (3.10) we have
™0 (t) = e_’\t
Inserting this result into Eq. (3.9) for £ = 1 results in

dm(t)
dt

= Am(t) + e M
with solution
mt) = Me ™M
Solving recursively, we finally obtain as a solution to Egs. (3.9)-(3.10):

k

Te(t) = (Akt') e ™M k>0,t>0 (3.11)
The latter is the well-known Poisson distribution which is central to our stud-
ies of queueing theory. Eq. (3.11) gives the probability of k£ arrivals (births) in
the interval (0,¢) when the average arrival rate is A. The Poisson process is im-
portant because it resembles or models many real-life processes very well. So,
for instance, it was observed that the number of telephone calls arriving from
subscribers at a central exchange is modelled very well by the Poisson process.
The same is true for packets arriving at a node in a packet switching computer
network.
There is another equally important reason, however, why the Poisson process is
so popular: Consider the random variable ¢ which represents the time between the
arrivals of a process which has a Poisson arrival distribution. As we did before,
we denote the probability distribution and probability density functions of these
times by A(t) and a(t) respectively. From the definition a(t)At 4 o(At) is the
probability that the next arrival occurs at least ¢ and at most (¢ + At) seconds
after the event of the last arrival. Furthermore,

Alt) = P[t<t
1— P[t > 1]

But P[t > t] is the probability that there was no arrival in the interval (0,t), that
is mo(t) for the Poisson distribution. Therefore, we have
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Alt) = 1-mo(t)

and so from Eq. (3.11) we obtain, for the Poisson distribution, that the interarrival
time distribution is described by

Alt) = 1—e M t>0

which is of course the negative exponential distribution!

What we have just shown is that when the arrival process has a Poisson distri-
bution, the interarrival times are exponentially distributed, and we have proven
already that the exponential distribution has the remarkable memoryless property
which was necessary for our Markov condition.

Exercise 3.5 Let X be the time interval required to observe k Poisson arrivals.
Consider the two events: exactly k — 1 arrivals occur in the interval (0,t — At)
and the event that exactly one arrival occurs in the interval (t — At,t). By letting
At — 0 show that

k—1

fX(x):me =

3.4 M/M/1 Queue

The last special case of Egs. (3.3) — (3.4) we will consider is a birth-death process
in which all the birth rates are the same and equal to A for £ > 0 and all death
coefficients are equal to p for £ > 1. This birth-death process with constant
coefficients is the simplest model of a queue, namely the well-known M/M/1
queue. The arrival process we know now from the previous section is Poisson
with exponential interarrival times. The service time distribution we define to be
exponential as well, or

Bx) = 1—e ™ x>0

Clearly, if we consider the number N (¢) of customers in the queue at time ¢ as
the stochastic variable in this case and assume furthermore that the interarrival
times and service times are mutually independent as well as independent from
the number of customers in the system, our process is Markovian. The steady
state distribution is given by Eq. (3.7) or, writing p for \/pu, by

e = (1—p)p* (3.12)
since
0o -1
T = (1 + Z pk>
k=1

— 1-p (3.13)
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where we obviously require 0 < p < 1 for this solution to exist (cf. condition
of ergodicity on page 63). The ratio p is known as the utilisation of the system.
Note for instance that 7 or the probability that the system will be idle is given
by

mp=1—p

or, conversely the probability that the system will be busy is given by p so that
“utilisation” seems an appropriate name for this quantity.

Another important measure of any queueing system is the average number N of
customers in the system. Since we know 7, we can now easily compute that
quantity from

N = Z kg,
k=0
= (1-p))_ kp® (3.14)
k=0

There is a very useful trick one uses to evaluate Eq. (3.14), namely the fact that
for an absolutely convergent series of functions, the derivative of the sum of
terms is the sum of the derivative of the individual terms. Applying this trick we
obtain from Eq. (3.14)

> 0
N = (1=ppY 5"
0o

0,
= ]_— _—
( p)papk§:0p

0 1
= (1 —P)Pafpil —p
P

L—0p
Applying Little’s law, Eq. (3.2), we can write for T the average time in the M/M/1
queueing system
N
A
1
©w—A

This dependence of average time in the M/M/1 queue on the utilisation p is
illustrated in Fig. 3.6. Note that when p = 0 the average time in the system is
just 1/, the average service time expected by a customer as we would suspect.
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Figure 3.6 Delay time as a function of utilisation in an M/M/1 queue.

The behaviour illustrated in Fig. 3.6 drawn for ;1 = 2.0, is rather dramatic. As
p — 1 the average delay T' — oo. This type of behaviour with respect to p as it
approaches 1 is characteristic of almost any queueing system one encounters. It
is also the explanation of why many a computer system manager has lost his job:
The system works well with increasing load in that response times increase only
slowly until, all of a sudden, the knee in Fig. 3.6 is reached and response times
become unacceptably long almost overnight!

Exercise 3.6 Consider an M/M/1 queue where there is no room for waiting cus-
tomers. We can define this as a birth-death process with coefficients

N, — A, k=0 [ k=1
10, k£0 MFT o0, k#£1
1. Give the differential equations for m(t) (k = 0,1).

2. Solve these equations in terms of my and 7.

Exercise 3.7 At an automatic carwash there is room for only C waiting cars.
Dirty cars arrive at the rate of 6 per hour and are washed at an exponential rate
of 3 per hour. If there are more than two cars waiting the chances are 50 percent
that the arriving car will try to find another carwash.
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1. Set up the global balance equations for the system.
2. Calculate the average number of cars at the carwash at any moment.

3. If a car wash costs ECU10, what is the income of the carwash per hour?

3.5 M/M/m Queue

An interesting generalisation of the M/M/1 queue is the case of m servers rather
than a single one. This queue is illustrated in Fig. 3.7 and the CTMC with the
number of customers in the system as the state variable is illustrated in Fig. 3.8.

Figure 3.7 The M/M/m queueing system.

A A A A A A
N\ \
AN @\ E}j\_@\ "/'
p 2n 3 mu mi mi

Figure 3.8 State-transition diagramme of the M/M/m queueing process.

From Fig. 3.8 we can easily set up the global balance equations:

pr = Amo
(Z + 1)#7’(’(2'_’_1) + )\71'(1‘_1) = ()\ + ’L.,UJ)TD;, 1< m
mum(ip) + ATy = (A mp)m, i =m

So that
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with

o (’”Z (mp)* , (mp)™ 1 >

| | —
= k! m! 1—p

where p = miu Solving we obtain for the average number IV of customers in the
system

(mp)™ o
m!  (1-p)?

[e.e]
N:Zkzwk:mp—{—p
k=0

Exercise 3.8 Show that the average time in an M/M/m system is less than in m,
M/M/1 queues.

Exercise 3.9 Consider the freeway mentioned in Ex. 3.1. Assume that cars have
an interarrival rate of 3 per second and that the 4 lane freeway can accommodate
6 cars passing a particular point per second.

1. What is the utilisation of the freeway?

2. Assuming the same arrival rate, determine what happens if one of the lanes
is suddenly closed.

3.6 Queues with Processor Sharing Scheduling Strategy

In practice the processor scheduler of a computer system often uses a principle
known as time-slicing, whereby all processes requiring service are served for a
fixed length of time (the time-slice) in a round-robin fashion. A customer whose
service is completed leaves immediately. This scheduling strategy is approxi-
mated in theory by a Processor Sharing (or PS for short) server.

All customers have an identical mean service requirement % and all n customers

in the queue are served simultaneously. Each customer is served at a rate % w. Itis
not difficult to see that, if we represent the state of the process by the number of
customers present, that the corresponding CTMC is similar to that for the M/M/1
queue illustrated in Fig. 3.5. The rate of a service completion is given by n% L
Note that the minimum of a set of exponentially distributed random variables

is again exponentially distributed (cf. Sec. 2.4). The steady state probability
distribution is thus given by the identical Egs. (3.13) and (3.12).

3.7 Queues with Infinite Servers

A variation of the PS scheduling strategy is that called an Infinite Server (IS)
where the processor rate is independent of the number of customers present,
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yet all are served simultaneously with the same rate u. Thus g = ku for an IS
queue. As for the PS scheduling strategy there is no waiting time in the queue and
each customer is merely delayed for a random length of time with distribution
that of the service time. An Infinite Server can also be viewed as a queue with
an infinite number of servers so that a free server can be dedicated to each newly
arriving customer. An example of such a queue is, e.g., a terminal pool.

Queues with the PS and IS service disciplines belong to a larger family of queues
know as being of the BCMP-type[15]. Queueing networks using these servers
can be analysed very efficiently, since the steady state probability distribution of
the entire network can be represented by a (possibly normalised) product of the
steady state probability distributions of the queues considered in isolation. Such
queueing networks are also known as having product-form.

3.8 Queues with Priority Service

Up to this point in our discussions the stochastic behaviour of all our customers
was identical and independent. There are practical situations however where we
may want to distinguish between different classes of customers[102]. This may
be the case because different classes of customers may have different service re-
quirements or because the server may wish to give different priorities to different
classes of customers or both. In this last section on queueing we will investigate
priority service.

When one has priority service it is obviously necessary to define exactly what the
priority rules for the different classes of customers are. One may decide for in-
stance that an arriving priority customer will pre-empt a lower priority customer
in service. In the latter case it is then necessary to make a distinction between
the case where the service of the lower priority customer is resumed where it had
left off on pre-emption, or whether the service will be repeated from scratch.

Example 3.1 Consider an M/M/1 queue with two classes of customers whose
service follow a negative exponential distribution with parameters (11 and (s,
and with arrival rates \1 and )y respectively. We assume the ny customers of
class I have priority and that the na customers of class 2, whose service is in-
terrupted, will resume their service. Resuming service or restarting the service
is equivalent in this case, however, since the service times are exponentially dis-
tributed (the memoryless property, cf., page 24).

Since it is clear that priority customers are not affected by customers of class 2,
we have

. A
m1(n1) = p1" (1 — p1) with p1 = ,Uf

as was the case for the M/M/1 queue.
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Write m(n1,n2) for the steady state probability distribution of the number of class
1 and class 2 customers in the system. In this case the global balance equations
are

(M + X2+ p1)m(niyne) = Aim(ng — 1ne) + pim(ng + 1,ng)
+Xom(ny,ng — 1), ny > 0,ng > 0,
()\1 + Ao+ /A1)7T(n1,0) = )\17r(n1 — 1,0)
+pim(ng + 1,n2), ny > 0ng =0,
(M + X2+ p2)7m(0n2) = pamw(lng) + Aamw(0,ng — 1)
+pem(0,n2 + 1), ny = 0,ne > 0,
(A + X2)7(0,0) = pymw(1,0) + pom(0,1)

It is not easy to solve these balance equations and we will not describe how to
do so. Instead we simply quote the results (see, e.g., [77]). The mean number Ny
and Ny of class 1 and 2 customers, respectively, are given by

N, = P1
I—m
N-
Ny p2 + Nipa
1—p1—p2

As one might expect 7(0,0) = 1 — p1 — pa as in the case of the M/M/1 queue.
Exercise 3.10 Explain how one can solve a queue using semi-Markov analysis?

Exercise 3.11

(a) Consider a queue with K different classes of customers arriving. The arrival
process for each customer class 1,0 = 1,...,K is specified by a Poisson
process with parameter ;. The service distribution of customers of class 1
is Coxian with mean value i

Calculate the steady state probability distribution of the number of cus-
tomers in the system. Le., compute P[(ni,... ng)l, the steady state prob-
ability that n; customers of class i (1 = 1,...,K) are in the queue. Assume
a queue with a PS service scheduling strategy.

(b) Consider the same queue as in part (a), but now with an Infinite Server strat-

egy. Determine P[(ni,...,nk)] again. Also compute the mean number of
customers in the queue.
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4  Further Reading

There is a huge selection of books on the subjects of with stochastic theory and
especially Markov processes and queueing theory. The following subjective se-
lection of books is thus not an exhaustive list. With the basics already covered in
this book, the reader can choose the books with the style and notation (s)he likes.
E.g., an introduction to stochastic processes is given in [53] and an old, but still
excellent introduction to the theory of single queues can be found in the book by
Leonard Kleinrock [108]. Results on priority queues is given in [92]. All these
references also discuss queues with general arrival and service time distributions.
In this book we only touched on the theory of queues and focused on models
where single customers arrive at and leave a queue. Queues with batch (or bulk)
arrival and service rates are found in [49].

The analysis of networks of queues is also a vast subject, in particular the so-
called product-form networks, which can be analysed very efficiently. The first
product form networks were analysed by Jackson [91] in 1957 and Gordon/Newell
[87] in 1967. Before that the output process of a single queue, for example the
M/M/m queue described above, was found to have the identical Poisson de-
parture process as the input process. In other words, the inter-departure times
are exponentially distributed with the same parameter \ as the input Poisson
process.[48, , ].

Similar results hold for all M/M-queues with work-conserving' scheduling dis-
ciplines which are independent of the service time requirements [102]. A feed-
forward network of such queues is easy to analyse since the output process is
Poisson with the same parameter as the input process. Each queue can be con-
sidered in isolation and the steady-state distribution of the overall network is
given by the product of the steady-state distributions of each individual queue.
Unfortunately the above is not true for a network of queues with feedback since
the output process is no longer Poisson, as successive inter-departure times are no
longer identically distributed because of the (partial) dependencies of the input
and output processes. In open queueing networks one can show that the output
from the network is still Poisson, but that in closed networks none of the flows
between queues is Poisson [102].

Surprisingly, one can nevertheless solve such networks of queues by analysing
each queue in isolation. In a seminal paper published in 1975 by F. Baskett, K.
M. Chandy, R. R. Muntz and F. G. Palacios, established a product form solution
for queueing networks, called BCMP-networks, which have a mixture of four
different type of stations [15]. Based on the product-form property very efficient

1 A scheduling discipline is work-conserving when no overhead or loss of work is incurred by
scheduling.
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algorithms can be designed to compute the steady state probability distribution
and performance metrics of these BCMP-networks. The best known of such al-
gorithms are the convolution algorithm and the mean value analysis for closed
nets [102].

Mean Value Analysis (MVA) is based on Little’s theorem and the arrival theorem
for closed product-form queueing networks. The arrival theorem states that a job
entering a queue, observes the steady-state distribution for the network with one
customer removed. In subsequent years significant research went into extending
the class of queueing networks for which a product-form solution of the steady-
state distribution can be found, e.g. [14]. For further reading we recommend [42].
Further information on queues and queueing networks can be found in the World
Wide Web at URL http://liinwww.ira.uka.de/bibliography/
Distributed/QLD/index.html. Here the reader finds a bibliography on
queueing systems and telecommunication, which is part of the collection of com-
puter science bibliographies.

Additional addresses offering search facilities (also for informa-
tion on other scientific computer relevant subjects) are http:
//liinwww.ira.uka.de/bibliography/waisbib.htmland
http://citeseer.ist.psu.edu/.

This concludes our introduction to stochastic theory.


http://liinwww.ira.uka.de/bibliography/Distributed/QLD/index.html
http://liinwww.ira.uka.de/bibliography/Distributed/QLD/index.html
http://liinwww.ira.uka.de/bibliography/waisbib.html
http://liinwww.ira.uka.de/bibliography/waisbib.html
http://citeseer.ist.psu.edu/
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5 Place-Transition Nets

Petri nets were invented in 1962 by Carl Adam Petri [133] and are a formalism
for the description of concurrency and synchronisation inherent in modern dis-
tributed systems. Since first described by Petri, many variations of his original
nets have been defined such as Coloured Petri nets, which we shall discuss in
Ch. 6. In this chapter we shall define Place-Transition nets, also referred to as
“ordinary” Petri nets. Throughout this book we shall use the term “Petri nets” to
refer to any type of net which is derived from that originally defined by Petri.
Apart from modelling and formally analysing modern distributed systems, Petri
nets also provide a convenient graphical representation of the system being mod-
elled. The graphical representation of a Place-Transition net comprises the fol-
lowing components:

places, drawn by circles. Places model conditions or objects, e.g., a program
variable. Places might contain

tokens, drawn by black dots. Tokens represent the specific value of the condition
or object, e.g., the value of a program variable.

transitions, drawn by rectangles. Transitions model activities which change the
values of conditions and objects.

arcs, specifying the interconnection of places and transitions thus indicating
which objects are changed by a certain activity.

Place-Transition nets are bipartite graphs, i.e. we may only connect a place to a
transition or vice versa, but we must not connect two places or transitions. This
also would not make sense, if we keep the interpretation of the components of a
Place-Transition net in mind.

Consider Fig. 5.1. p; is a place marked with one token and is connected to tran-
sition 1. Because of the direction of the arc connecting p; and ¢; we will call
p1 an input place of ¢; and ¢; accordingly an output transition of p;. Places and
transitions might have several input/output elements. E.g., place ps has three in-
put transitions: t1, t3, t5, while ¢4 has two output places: p4 and ps. The latter is
marked with two tokens.

pe and t7 are not interconnected to any other element. Such elements will be
called isolated places or transitions respectively. As expected, isolated elements
of a Place-Transition net do not influence the rest of the net and therefore we can
neglect them. Until now we have only described the static structure of a Petri net.
Its dynamic behaviour or the modification of the condition/object values, can be
expressed via the following rules:
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1

b1

P2 t4 t5
Ds
D3 ta

Figure 5.1 A Place-Transition net

Enabling of a transition:
A transition is enabled if all its input places are marked at least with one to-
ken. For example transitions ¢; and ¢4 in the Place-Transition net of Fig. 5.1
are enabled.

Firing of an enabled transition:
An enabled transition may fire. If a transition fires, it destroys one token on
each of its input places and creates one token on each of its output places.
E.g., if the enabled transition ¢, fires, it destroys the token on p; and creates
one token on ps yielding the Place-Transition net given in Fig. 5.2. Note
that a transition need not fire.

Apart from modeling the behaviour of complex systems, Place-Transition nets
were originally designed to assist the analysis of such systems. In order to un-
derstand how this might be done, consider the following example.

Our example system consists of a sender and a receiver communicating with
each other via two unidirectional channels. Since we are interested in an imple-
mentation of this system, we do not wish to waste hardware resources. So we
want to implement channels which need to hold at most one message each. With
that restriction, sender and receiver have to obey a certain communication proto-
col. We first of all write down an implementation of the sender and receiver in a
Pascal-like notation.
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Figure 5.2 Marking of the Place-Transition net after firing of ¢;

Sender:
while true do
begin
prepare message
send message to receiver via channell
read acknowledgement of receiver on channel2
interpret acknowledgement
end

Receiver:
while true do
begin
read message from sender on channell
interpret message
prepare acknowledgement
send acknowledgement to sender via channel2
end

Given this description of our system, we have to prove that it will operate as
intended. Particularly, this means that neither sender nor receiver send a mes-
sage/acknowledgement via the corresponding channel before a previous mes-
sage/acknowledgement has been read by the communication partner.

How can a Place-Transition net help us to prove that our system is correct? All
the above statements describe activities of the sender and receiver. Activities can
be modelled by transitions. So with each statement we associate a transition as
follows:
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Sender:
while true do
begin
t; prepare message
to  send message to receiver via channell
t3 read acknowledgement of receiver on channel2
ty interpret acknowledgement
end

Receiver:

while true do
begin

t; read message from sender on channell

tg  interpret message

t7  prepare acknowledgement

ts send acknowledgement to sender via channel2
end

Which objects do these transitions modify? There are several objects involved,
e.g., the message, the acknowledgement, the state of a channel, the states of
sender and receiver. Since we are not concerned with the content of the mes-
sages, we will neglect such information, thus, e.g., the internal state of a chan-
nel is given by the number of messages/acknowledgements currently present.
The Place-Transition net illustrated in Fig. 5.3 represents our system, where the
places p; to pg represent the internal state of sender and receiver respectively.
pg represents the channel from sender to receiver and pig the channel in reverse
direction. Using this Place-Transition net model, we can get a better insight into
the functionality of our system.

So far we presented an informal introduction of Petri nets. In the following sec-
tions we will introduce Place-Transition nets formally.

Exercise 5.1 Consider the Place-Transition net of Fig. 5.1.

1. Name the input and output places of ts, tg, t7 and the input and output
transitions of ps, P4, Ps, Pe-

2. How many tokens are on py?
3. Transitions t3 and ts are enabled. Is that correct?

4. What happens after firing to. Is t4 still enabled?
Such a situation is called a conflict, since firing one transition disables
another transition.

5. Count the number of all tokens in the net before and after firing of t4. This
illustrates, that a transition does not merely move tokens around, but really
changes the value of objects by destroying and creating tokens.
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Figure 5.3 Place-Transition net model of the sender/receiver system

Exercise 5.2 Play the token game for the Place-Transition net of Fig. 5.3 by
putting tokens onto the places and “move” them around according to the en-
abling and firing rules given before. Is our implementation correct?

5.1 Structure of Place-Transition Nets

A Place-Transition net is a bipartite directed graph composed of places, drawn
as circles, and transitions, drawn as rectangles. As usual, a directed graph is
formally given by the description of its elements (here separated into two sets,
since we have got two kinds of nodes) and functions or matrices specifying their
interconnection. Here we employ a functional notation.

Definition 5.1 (Place-Transition net) A Place-Transition net
(P-T net) is a 5-tuple PN = (P,T,1~,I" M) where

o P ={p1,...,pn} is a finite and non-empty set of places,

o T ={ty,...,tm} is a finite and non-empty set of transitions,
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Figure 5.4 Place-Transition net

e PNT =10,

oI~ IT : P xT — Ny are the backward and forward incidence functions,
respectively

e My : P — Ny is the initial marking.

If we refer to the structure only, a Place-Transition net can also be viewed as a 4-
tuple PN = (P,T,I~,I") omitting the initial marking M. Some authors refer
to the unmarked net PN = (P, T,I—,I") as the Place-Transition net and call a
marked net PN = (P, 7,1~ ,I" M) a system.

The functions 7~ and I specify the connection between places and transitions.
If I~ (p,t) > 0, an arc leads from place p to transition ¢; therefore I~ is called the
backward incidence function of transition ¢. I~ maps into the natural numbers
thus attaching a weight to the arc leading from p to ¢. In the graphical represen-
tation of a Place-Transition net this arc weight is written near the corresponding
arc. It is convention that an arc weight of 1 is not shown explicitly. Arc weights
specify that a transition is enabled only when at least as many tokens as given by
the arc weight are located on that place. Firing will destroy exactly this number
of tokens from p. Similarly It (p,t) specifies the number of tokens created on
place p in case of firing t.

Example 5.1 The formal definition of the Place-Transition net depicted in Fig. 5.4
is given as follows:
PN = (P,T, I~ ,I" M) where

o P = {p1,p2,p3,pa}

o = {t17t27t3,t4,t5,t6}
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o I (p1,t1) =2, I (past2) = 1, I (p2,t3) = L, I~ (p3,ta) = 2, I (pasts) =
1, I™ (pa,te) = 1. All other values of function I~ are zero.

o [T (pa,t1) =3, [T (pasta) = L, [T (p3,t3) = 2, [T (pasta) = L, I (p1,ts5) =
1, I (pa,te) = 1. All other values of function I are zero.

I ifp=m
e Mo(p) =4 2 ifp=p2 VpeP
0 otherwise

The input and output elements of a place and a transition can be defined formally
as follows.

Definition 5.2 Let PN = (P,T,I~,I",My) be a Place-Transition net.
e Input places of transition t: et := {p € P|I~(p,t) > 0},
e Output places of transition t: te :== {p € P|I"(p,t) > 0},
e Input transitions of place p: ep := {t € T|I" (p,t) > 0} and
e Output transitions of place p: pe := {t € T|I~(p,t) > 0},

the usual extension to sets X C P UT is defined as e X = J,cx oz,
Xeo = U(EGX re.

The sets ep, @ ¢ and p e ,te are also respectively referred to as the preset and
postset of the place p and transition ¢ respectively.
For the Place-Transition net of Fig. 5.4 we get, e.g., ep; = {¢5},

p2e = {ta,t3},  {ta,t3} = {p2},{p2,t2,pa}e = {t2,t3,t5,t6,p4}
A Place-Transition net can also be viewed as a usual directed graph and a flow
relation defined as follows:

Definition 5.3 Let PN = (P,T,I~,I* ,My) be a Place-Transition net.

I.FC(PxT)U(T x P) givenby F := {(zy)|z,y € PUT : x € oy} is
called the flow relation of PN.

Let F™* denote the reflexive and transitive closure of F), i.e.
Vr,y,z € PUT:

(a) (z,x) € F*
(b) (z,y) € F = (zy) € F*
(c) (x,y) € F*and (y,z) € F* = (z,z) € F*

2. PN is weakly connected iff ' Vx,y € PUT : 2 F*y or yF*x

! iff stands for “if and only if”.
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3. PN is strongly connected iff Vx,y € PUT : 2 F*y and yF*x
For the Place-Transition net of Fig. 5.4 the following, e.g., holds:
p1Ety,paF po i F 3, t3 Fpy it Fpy
Exercise 5.3 Give the formal definition of the Place-Transition net given in Fig. 5.1.

Exercise 5.4 Determine the following quantities for the Place-Transition net of
Fig. 5.1.

1. oty ot5, toe, etg, ep3, pye, epo, poe.

2. .{tlat27t3}J .{t17t27t6}’ .{tlat27t7}) .{t17t27t4}’ .{p27p3}’
{p2.ps}e, {p2,p3.05}e, {p2.06}e, {t2,t3}e, {ts,tz}e, o{t1,p2}.

3. 01, Te oP, Pe o(TUP), (T'UP)e.

Exercise 5.5 Prove that the Place-Transition nets of Fig. 5.1 and 5.4 are strongly
or weakly connected.

5.2 Dynamic Behaviour of Place-Transition Nets

In the last section we defined the structure of a Place-Transition net. The dynamic
behaviour is determined by enabling and firing of transitions as given as follows.

Definition 5.4 Let PN = (P,T,I~,1",My) be a Place-Transition net.

1. A marking of a Place-Transition net is a function M : P +— Ny, where
M (p) denotes the number of tokens in p.

2. A~set]5 C P is marked at a marking M, iff Ip € P M (p) > 0; otherwise
P is unmarked or empty at M.

3. A transition t € T is enabled at M, denoted by M|t >, iff M(p) >
I=(pt),¥p € P.

4. A transitiont € T, enabled at marking M, may fire yielding a new marking
M’ where

M'(p) = M(p) — I (pit) + I"(p,t),¥p € P,
denoted by M|t > M'. We say M’ is directly reachable from M and write

M — M'. Let —* be the reflexive and transitive closure of —. A marking
M’ is reachable from M, iff M —* M’.
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5. A firing sequence (occurrence sequence) of PN is a finite sequence of
transitions 0 =ty ...tn,n > 0 such that there are markings M, ... My 1
satisfying M;[t; > M;11,Yi = 1,... ,n. A shorthand notation for this case
is Mi[oc > and Mi[oc > M, respectively. The empty firing sequence is
denoted by € and M e > M always holds.

The initial marking is the starting point of the dynamic behaviour of the Place-
Transition net and is therefore singled out and denoted M. Since transitions are
only enabled if their input places are marked with at least as many tokens as
specified by the backward incidence function (cf. Def. 5.4(3)), we are especially
interested in marked (sub)sets of places.

The expression M'(p) = M (p) — I~ (p,t) + I (p,t) in Def. 5.4(4) corresponds
to our intuitive understanding of the firing process. If transition ¢ fires, it destroys
I~ (p,t) tokens at place p and creates additional I (p,t) tokens on p. Note that the
place p is the same in both expressions I~ (p,t) and I (p,t). In most cases one
of these expressions is 0, but there might exist some cases in which a transition
can destroy and create tokens at the same place. For instance, if transition g in
Fig. 5.4 fires at some marking in which it is enabled, the number of tokens on
place p4 remains unchanged. Such connection structures are called self-loops.

Example 5.2 Consider PN, the Place-Transition net illustrated in Fig 5.4.

A marking of PN is, e.g., M (p1) = 100,M (p2) = 1,M (p3) = 0,

M (p4) = 10°. Note that a marking is only a mapping and need not be reachable
from the initial marking. Of course, in analysis of Place-Transition nets we are
particularly interested in reachable markings.

P = {p2} and Py = {p1,p2} are marked at M. t, is enabled at My, so it is
correct to write My[ty >. After firing to a new marking M’ is reached, denoted
by Mylta > M’ where M'(p1) = My(p1) = 1, M'(p2) = Mo(p2) — 1 =1,
M’ (p3) = Moy(p3) = 0, M'(ps) = Mo(ps) + 1 = 1. Furthermore o = tatsty is
a firing sequence of PN, since Mylo >.

Exercise 5.6 Use the Place-Transition net in Fig 5.4 for the following exercises.
1. Determine all sets of places marked at M.

2. Prove or disprove:
Moty > ,Molta > ,Mo[ts > ,Mo[te > ,Mo[tatststs > ,
Mo[t3t4t5t1 > ,M0[8 >.

3. Calculate the following markings M :

o Mylta > M,

o My[tsty > M,

o My[totsts > M,

o Mo[tatstetotsts > M,
o Myle > M.
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4. Prove or disprove:

e My —* M, where M is given by My[tste > M.
o My —* M, where M is given by My|tstatsts > M.
o My —* M, where M is given by
M(p1) = 0,M(p2) = 2,M (p3) = 2,M (ps) = 0.
o My —* M, where M is given by
M (p1) = 1,M(p2) = 3,M(p3) = 0,M (p4) = 0.

e My —* M, where M is given by M (p) = 0,¥p € P.

5.3 Properties of Place-Transition Nets

Now that we have described the dynamic behaviour of Place-Transition nets we
turn our interest to the properties of such nets and how one might verify them.
Obviously we are only interested in properties concerning reachable markings.
One property to verify for our sender-receiver system in Chapter 5 was to en-
sure that the places representing the channels contain at most one token in every
reachable marking.

Another property concerns the firing of transitions. Since transitions model ac-
tivities, it is often desirable that no marking can be reached, such that a transition
is never enabled again. If such situations are excluded the Place-Transition net is
called “live”.

Last but not least, it is also desirable that when we view the set of reachable
markings as a graph, that it contains exactly one strongly connected subset of
markings. We know from our Markovian theory, that this is necessary for the
existence of a steady state distribution. Fig. 5.5 depicts two possible structures
of the reachability set drawn as a graph, where the subsets I; are assumed to be
strongly connected. The left part of Fig. 5.5 contains two strongly connected sub-
sets. If we assume that this graph represents the state space of a Markov process,
we would have no steady state distribution (cf. Ex. 2.4 on page 33). Concern-
ing the right-hand part of Fig. 5.5, a steady state distribution exists assuming a
finite reachability set. Note that this situation is characterised by some marking
M which is reachable from all other markings.

All these remarks give rise to the following definition.

Definition 5.5 Let PN = (P,T,I~,I*,My) be a Place-Transition net.

1. The reachability set of PN is defined by R(PN) := {M|My, —* M}.
If PN denotes an unmarked Place-Transition net or if we want to con-
sider parts of the reachability set, the set of reachable markings for a given
marking M will be denoted by R(PN,M) := {M|M —* MY}. Thus for a
marked Place-Transition net we have R(PN) = R(PN,M).
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Figure 5.5 Two possible structures of the reachability set

2. PN is a bounded Place-Transition net, iff Vp € P : dk € Ny : VM €
R(PN): M(p) < k.
PN is safe, iff vpe P:VYM € R(PN): M(p) < 1.

3. A transition t € T is live, iff VM € R(PN):3M' € R(PN):
M —* M and M'[t >.
PN is live, iff all transitions are live, i.e. ¥t € T,M € R(PN) : 3M' €
R(PN) : M —* M'" and M'[t >.

4. A marking M € R(PN) is a home state, iff VM’ € R(PN): M’ —* M.

Safeness is of interest if the places of a Place-Transition net represent conditions.
In that case the presence or absence of a token models that the condition is or
is not satisfied. When modelling conditions, we are only interested in safe nets,
since two or more tokens on a place make no sense. Historically, one of the
first Petri nets, Condition-Event nets, were especially designed for this purpose.
Condition-Event nets do not allow multiple arc weights and transitions are only
enabled if their output places are empty, thus avoiding markings with more than
one token on a place. The situation that output places of an enabled transition
(with respect to Def. 5.4) are marked, is called conract.

We will use a vector notation to describe markings in order to simplify our no-
tation. If the set of places P is given by {p1, . ..,p,} the function M : P — Ny
can also be viewed as a vector M := (M (p1),...,M(p,))?. For notational con-
venience we will represent markings also by row vectors.

Example 5.3 Consider the net in Fig. 5.3 with the following reachability set
R(PN) = 1(1,0,0,0,1,0,0,0,0,0),(0,1,0,0,1,0,0,0,0,0),
(0,0,1,0,1,0,0,0,1,0),(0,0,1,0,0,1,0,0,0,0),
(0,0,1,0,0,0,1,0,0,0),(0,0,1,0,0,0,0,1,0,0),
(0,0,1,0,1,0,0,0,0,1),(0,0,0,1,0,1,0,0,0,0) }
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left subnet right subnet

Figure 5.6 Place-Transition net not being live and bounded

left subnet right subnet

Figure 5.7 Further Place-Transition net not being live and bounded

From this reachability set it is easy to derive that the Place-Transition net is
bounded and in fact safe (M (p) <1¥Vp € P.M € R(PN)) and that M is a
home state VM € R(PN). Furthermore the Place-Transition net is live.

Liveness and boundedness impose a restriction on the structure of a Place-Transition
net. Suppose transition ¢ of the Place-Transition net in Fig. 5.1 fires emptying
place p;. Since place p; has no input transitions it will remain empty in all fur-
ther reachable markings, implying that ¢; is not live. In the same Place-Transition
net, transition tg has no input places. Thus it is always enabled, so that no upper
bound for the number of tokens can be found for place ps. This example shows
that if the Petri net has source (or sink) elements, it can not be both live and
bounded. The reader should convince himself that also sink elements prevent
live- and boundedness.
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Figures 5.6 and 5.7 illustrate that liveness and boundedness can not hold both
even in weakly, but not strongly, connected Place-Transition nets. Considering
Fig. 5.6 we can find two strongly connected subnets which are connected via the
arc from ¢; to ps. If we assume that the left subnet is live, then the right subnet is
obviously not bounded. On the other hand, if we assume that the right subnet is
bounded, the left subnet can not be live. So in summary the net of Fig. 5.6 can not
be both live and bounded for any initial marking. The same can be concluded for
the Place-Transition net of Fig. 5.7 following similar arguments. As the reader
might expect the following holds.

Theorem 5.1 ([34]) Let PN be weakly connected.
PN is live and bounded = PN is strongly connected.

In other words strong connectedness is a necessary condition for a PN to be live
and bounded. Since we are only interested in Place-Transition nets for which
these properties hold, we will only consider strongly connected Place-Transition
nets in the following.

Note that if a Place-Transition net is not weakly connected it may still be live and
bounded. In that case the Place-Transition net consists of more than one isolated
strongly connected Place-Transition nets which can be analysed separately.

Exercise 5.7 1. Determine R(PN) for the Place-Transition net displayed in
Figures 5.1 and 5.4. Prove or disprove the following conjectures for both
Place-Transition nets:

e PN is bounded.
e PN is live.
2. Consider the Place-Transition net in Fig. 5.4 and change the arc weight of
the arc leading from t1 to po to 2, i.e. define I (pa,t1) = 2.
Prove or disprove the following conjectures:
e PN is bounded.
e PN is live.
e My is a home state of PN.

Exercise 5.8

o Find further examples of weakly connected Place-Transition nets which are
live, but not bounded.

o Find further examples of weakly connected Place-Transition nets which are
not live, but bounded.

e Disprove:
PN strongly connected =—> PN is live and bounded.



90 5 Place-Transition Nets

5.4 Analysis of Place-Transition Nets

Verifying that a given Place-Transition net satisfies certain properties is typical
of the type of analysis we may wish to do. E.g., we want to show that the Place-
Transition net is live.

The most common way to analyse a Place-Transition net is to analyse its reach-
ability set, since all properties are defined from this reachability set.

5.4.1 Analysis of the Reachability Set

The reachability set of a Petri net, cf. Ex. 5.3 on page 87, is often drawn as a tree,
where the nodes of the tree are markings of the Place-Transition net. Two nodes
M and M’ are connected with an directed arc iff M|t > M’ for some ¢t € T.
This arc is also labelled with ¢ € T

The reachability tree can be generated starting with the initial marking of the
Place-Transition net and adding directly reachable markings as leaves. Next we
proceed with these new markings and determine their directly reachable mark-
ings. These markings now become the new leaves of the already generated part
of the reachability tree etc. If we reach a marking previously explored we need
not continue building the tree any further at that node.

Example 5.4 The reachability tree of the net in Fig. 5.8 is shown in Fig. 5.9.

Reachability trees can be transformed directly into graphs by removing multiple
nodes and connecting the nodes appropriately. Such a graph is called a reacha-
bility graph. The corresponding reachability graph of the reachability tree dis-
played in Fig 5.9 is shown in Fig. 5.10.

Unfortunately the method of creating the reachability tree by simulating the to-
ken game fails in the case of unbounded nets like the one depicted in Fig. 5.11
(see Exercise 5.9). In order to cope with infinite reachability sets a special symbol

ty P2 t3
<>/ i ( >ﬁ_
P L
=0
to p3 ty

Figure 5.8 A Place-Transition net
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Figure 5.9 Its reachability tree
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Figure 5.10 The corresponding reachability graph
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Figure 5.11 Place-Transition net with an infinite reachability set

w is introduced for unbounded nets to represent the marking of an unbounded
place of the Place-Transition net. w can be referred to as infinity.

The arithmetic rules for w are: Va € Ng: w +a =w,w — a = w,

a<w,w=uw.

Definition 5.6 A marking M covers a marking M', denoted by M > M’, iff
M(p) = M'(p),¥p € P.

The following algorithm leads to a finite representation of the reachability tree
even for unbounded nets. Since the marking of unbounded places is represented
by w, which is larger than every natural number, this representation of the reach-
ability tree is also called a coverability tree. The terminal nodes of the tree are
called leaves. A node is called an inner node, if it is not a leaf of the tree.

Algorithm 5.1 (cf. [132])
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Figure 5.12 Unbounded Place-Transition net

X = {Moy}; /* My is the root of the coverability tree */
while X # () do
begin
Choose x € X.
Vte T :zt >do
create a new node x' given by x[t > x’ and connect x and x’
by a directed arc labelled with t.
CheckNp € P :
If there exists a node y on the path from My to x’ with
y < 2’ and y(p) < 2’ (p) then set 2/ (p) = w.
X := {z|x is a leaf of the coverability tree generated so far,
in x at least one transition is enabled
and there is no inner node y with y = x }
end

The reason for setting 2/(p) = w is that 2’ can be reached from y by a firing
sequence o € T*, i.e. ylo > 2/. Because 2/ > y 2'[c > also holds, leading to a
marking 2" with 2/[c > 2" where 2" (p) > 2'(p) > y(p). This shows that place
p is unbounded, which justifies the use of w. The coverability tree coincides with
the “normal” reachability tree if the net is bounded.

Example 5.5 The coverability tree of the Place-Transition net of Fig. 5.12 is
given in Fig. 5.13. Note that the algorithm does not necessarily lead to a unique
coverability tree for a given Place-Transition net, because of the arbitrary choice
ofx € X.
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Figure 5.13 Coverability tree of the unbounded Place-Transition net

The coverability tree can be used for the analysis of Place-Transition nets. The
following theorem is obviously true.

Theorem 5.2 PN is bounded iff no node in its coverability tree contains the sym-
bol w.

In the case of bounded Place-Transition nets, liveness can also be checked by
investigating the coverability tree. The idea is to transform the coverability tree
into the corresponding coverability graph, similar to the transformation of the
reachability tree into a reachability graph.

Theorem 5.3 Let PN be bounded. PN is live iff all transitions appear as a label
in all terminal strongly connected components of the coverability graph.

A strongly connected component is terminal if no arcs leave that component. In
terms of Markov chains such a subset of markings (states) is called closed (cf.
Def. 2.4).

Definition 5.7 R C R(PN) is a terminal strongly connected component of
R(PN,My) iff VM € R,M' € R(PN) :
(M —* M' = M’ —* M and M’ € R).
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Figure 5.14 Two Place-Transition nets and their coverability trees

Note that, checking the existence of home states is also straightforward for bounded
nets.

Theorem 5.4 Let PN be bounded. A home state exists in a Place-Transition net
iff its coverability graph contains exactly one terminal strongly connected com-
ponent.

For unbounded Place-Transition nets the information given by their coverability
trees is not always sufficient to decide whether home states do exist. Consider the
Place-Transition nets of Fig. 5.14, which both have the same coverability tree. In
the first net the marking (1,1) is a home state, since by firing ¢ the token count
on place p2 can always be reduced to one. This is not possible in the second
Place-Transition net, which therefore has no home states.

As you may have noticed this kind of Place-Transition net analysis will lead to
large coverability trees/graphs even for fairly simple Place-Transition nets. Even
modern computers can not cope with the problem of generating the coverability
tree of the Place-Transition net depicted in Fig. 5.15. This problem is also known
as the “state space explosion problem”, since the state space or the coverability
tree becomes intractably large.

In the following subsections we will learn about analysis techniques which ad-
dress this problem.

Exercise 5.9 Determine the reachability set of the unbounded Place-Transition
net given in Fig. 5.11.

Exercise 5.10

1. Use algorithm 5.1 to determine the coverability tree of the Place-Transition
nets of Fig. 5.1 and 5.4.

2. Determine the coverability trees of the Place-Transition nets given in Fig. 5.16

([1o).
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Figure 5.16 Two Place-Transition nets with the same coverability tree

Exercise 5.11 Show that theorem 5.3 does not hold for unbounded nets?

5.4.2 Invariant Analysis

We have seen before that a marking can be represented in either functional or in
vector notation. Analogously the incidence functions I~ and I™ can be notated
as matrices. These matrices (C~ and C) are called the incidence matrices and
are defined as follows.

Definition 5.8 PN = (P,T,1~ I+, M).

The backward incidence matrix C~ = (c;;) € Ng™"™ is defined by
C;j = I‘(pi,tj),Vp,- € P,tj eT,

the forward incidence matrix C'* = (c;;) € Ny*™ is defined by
Cz—-; = I+(pi,tj),Vpi S P,tj eT,

and the incidence matrix of PN is defined as C := C™ — C~.

Enabling and firing of a transition can now be expressed in terms of these inci-
dence matrices. A transition ¢; € 7' is enabled in a marking M, iff M > C™e;,
where e; is the i-th unit vector (0,...,0, 1 ,0,...,0)T.

7
If an enabled transition ¢; € T fires in marking M the successor marking M’ is
given by
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Figure 5.17 My = (5,0,n,t,0)7 and I~ (p3,t3) = [T (p3,ts) =n

M' =M + Ce; (5.1

Eq. (5.1) states that the firing process can be described by adding the vector
Cee; to the given marking M yielding the successor marking M’. Cee; is the i-th
column of the incidence matrix C specifying the influence of transition ¢; € T
on its input and output places. Since markings can be calculated in that way by
the addition of vectors, Place-Transition nets can be viewed as vector addition
systems with the restriction that only enabled transitions may fire.

Consider o = ty, .. -tk €ENoa firing sequence with

Molty, > ... M;j_1[ty, > M;. Marking M; can be calculated as follows. For
each reachable marking the following equation holds:

M; = M¢,1+C’eki, 1=1,...,9

Substituting the right hand side of the equation for ¢« = 7 into the equation for
1 =1+ 1 yields

J
M; = My+ CZeki
=1

The vector f := Y_7_, ey, is called a firing vector and is of dimension |T'|. A
component f; of f characterises the number of occurrences of transition ¢; in o.

Example 5.6 The Petri net of Fig. 5.17 has the following incidence matrices:

1 0 0 O 01 0 O
01 0 0 1 0 0 O
c™ = 1 0 n O ct = 01 0 n
0 010 0 0 0 1
0 0 0 1 0 01 O
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-1 41 0 0
+1 -1 0 0
C = -1 +1 —-n +n
0 0 -1 +1
0 0 +1 -1

At the initial marking t1 is enabled and the resultant marking after firing t is
given by

s -1 s—1
1
/ 0 0 1 1
M = My+C 0 = n |+ -1 = n—1
0 t 0 t
0 0 0

Assume s > 3 and n > 3, then 0 = titit1ts is a firing sequence with f =
(3,1,0,0)7 its corresponding firing vector. The marking M" reached after the
occurrence of o is given by

3 S -1 1 s—2
., 1 0 1 -1 2
M"=My+C 0 =]l n | +3] -1 |+ 1 = n—2
0 t 0 0 t
0 0 0 0

Since reaching a marking implies the existence of an appropriate firing sequence
the following theorem obviously holds.

Theorem 5.5
VM € R(PN,My):3f eNy': M =My+Cf (5.2)

For verifying invariant properties of all reachable markings we can exploit Th. 5.5
as follows. If v € Z" is> multiplied with equation 5.2 we get

v M = v My + 0T Cf, VM € R(PN,My). (5.3)

Of special interest are those vectors v € Z" satisfying v7 C' = 0, since Eq. (5.3)
becomes vI M = v My in those cases. Since v and M, are known, (5.3) then
establishes a condition on all reachable markings M.

Definition 5.9 v € Z" v # 0, is a P-invariant iff vI C = 0.

Theorem 5.6 If v € Z" is a P-invariant then
VM € R(PN,My) : vI' M = vT M,.

2 7Z denotes the set of integers and N the set of positive integers.
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Example 5.7 (Readers/Writers-Problem) Consider a system

with several processes reading or writing a common file. Readers never modify
the file, while writers do modify it. So it is obvious that several readers might
simultaneously access the file, but for writing operations all other writers and
readers must be excluded from accessing the file.

A possible solution might be to introduce an integer semaphore S, initialised with
n, with parameterised P- and V-operations, specifying the value to be subtracted.
So our solution might look in pseudo-code:

Readers: Writers:
... (before reading) ... (before writing)
P(S,1); P(S,n);
read file; write file;
V(S, 1), V(S,n);
... (after reading) ... (after writing)

The problem is now to verify that this solution is correct, e.g., respects the mutual
exclusion condition. Let s denote the number of readers and t the number of
writers.

A possible Petri net model of this system is the one of Fig. 5.17, where the places
p1 and po specify the number of readers currently not reading and reading re-
spectively. The places py and ps have a similar function for modeling the state
of the writers, and place p3 represents the semaphore.

Solving the system of linear equations vI'C = 0 (cf. Ex. 5.6) yields, e.g., the
following P-invariants:

v1 = (1,1,0,0,0)% 09 = (0,0,0,1,1)% 3 = (0,1,1,0,n)T

Substituting these solutions for v M = vT My we get

M(p1) + M(p2) = s
M(ps) + M(ps) = t
M(pa) + M(ps) +nM(ps) = n¥YM € R(PN).

The first two equations simply express that the number of readers and writers is
constant. The last equation allows the following conclusions:

VM € R(PN) we have

a) M(p2) > 1= M(ps) =0
b) M(ps) > 1= M(p2) =0
C)M(p5)§1

In terms of the readers/writers system this means:
e if a reader is reading, no writer is writing (a);

e if a writer is writing, no reader is reading (b);
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e and finally that at most one writer is writing (c).

Furthermore we can conclude that M (p2) < n showing that we should choose
n > s to allow all readers to operate in parallel. Since we have proved that
our Petri net model has the desired properties, we know the same for our system
provided the Petri net reflects the modelled system behaviour correctly.

We have seen that Th. 5.6 assists us in the analysis of Petri nets. For live Place-
Transition nets the converse of Th. 5.6 also holds.

Theorem 5.7 Let PN be a live Place-Transition net and v € Z"wv # 0. If
vI'M =0T My YM € R(PN,M,) then v is a P-invariant.

Proof. Since PN is live we have Vt; € T : IM,M' € R(PN,My) : M[t; > M’
and M' = M + Ce; giving v’ M’ = v M + vT Ce;. Since vT M = v’ My this
yields vT'Ce; = 0. Since this holds for all transitions we get V¢; € T : vT Ce; =
0 and thus v7'C = 0, showing that v is a P-invariant. O

P-invariants are sometimes called S-invariants, because some authors denote the
set of places by S after the German word “Stellen” (= “Places”).
P-invariants can be employed for checking the boundedness property.

Definition 5.10 PN is covered by positive P-invariants iff
Vp; € P : 3 P-invariant v € 7" with v > 0 and v; > 0.

Theorem 5.8 PN is covered by positive P-invariants =—> PN is bounded.

Proof. PN is covered by positive P-invariants = 3 P-invariant v € Nj} : v; >
0,Vi € {1,...,n}. With v M = v My = const.YM € R(PN,M,), we get
v;M (p;) < v My,¥p; € P, since M(p) > 0,YM € R(PN,My).

v; > 0yields M(p;) < “T]iWO Vp; € P proving that the net is bounded. ad

V.

If the net is not covered by positive P-invariants, but there are some positive
P-invariants, then at least these covered places are bounded.

Corollary 5.1 If there exists a P-invariant v € Z" : v > 0,u; > 0 then p; is
bounded, i.e. 3k € N : VM € R(PN,My) : M(p;) < k.

Proof. The proof follows that of Th. 5.8. a

Another invariant which is useful in Place-Transition net analysis is called the
T-invariant. Suppose we have a marking M and after firing of some transitions
we want to reach M again. So let f € N’ be the corresponding firing vector.
Since we started in M and reached M again the following equation holds (cf.
Eq. (5.2))

M = M+Cf

which implies C'f = 0. In order to return to a marking of the Place-Transition net
it is necessary that the firing vector satisfies C'f = 0. This leads to the following
definition.
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Definition 5.11 w € Z™ w # 0, is a T-invariant iff Cw = 0.

Definition 5.12 PN is covered by positive T-invariants iff
Vt; € T : 3 T-invariant w € Z™ with w > 0 and w; > 0.

Covering by T-invariants is a necessary condition for a Place-Transition net to be
bounded and live.

Theorem 5.9 PN is bounded and live => PN is covered by positive T-invariants.

Proof. Since PN is bounded its reachability set is finite.

Let R C R(PN,Mj) be a terminal strongly connected subset of R(PN,Mp).
Choose an arbitrary marking M € R. M can always be reached after some
transition firings, since Ris strongly connected.

Since PN is live there 3f € Ni" : f; > 0.Vi € {1,...,m} : M = M + Cf,
which implies C'f = 0.

Thus f is a positive T-invariant covering all transitions in the Place-Transition
net. O

Corollary 5.2 Let PN be bounded.
Ift; € T is live then 3 T-invariant w € Z™ : w > 0,w; > 0.

Proof. The proof is similar to that of Th. 5.9. a

Analysing a Place-Transition net by calculating its invariants is in most cases
more time and space efficient than inspecting the reachability set, since the com-
plexity of this kind of analysis depends only on the number of places and tran-
sitions and not on the size of the reachability set. In [117] an algorithm is de-
scribed for determining the invariants of a Place-Transition net. This algorithm
is e.g. part of the GreatSPN-tool [50] and the QPN-tool (cf. [29]) as well.

A Place-Transition net can also be analysed very efficiently if its structure is
restricted. Imposing restrictions on the structure of Place-Transition nets leads to
several classes of Place-Transition nets, which will be our next topic.

Exercise 5.12 Determine the incidence matrices of the Place-Transition net given
in Fig. 5.4.

From these prove if My > C' ey and My > C~ ey holds. What exactly does that
mean?

Calculate: My = My + Ces and My = M7 + Ceg

Exercise 5.13 Prove, that if vi and vy are P-invariants then
® U1 + VU9
e rv,r €7Z

are also P-invariants.

Exercise 5.14 Disprove the converse of Theorem 5.8.
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5.4.3 Analysis of Net Classes

The analysis of net classes has been a topic for Petri net researchers since the
"70s. In this section we give an overview on the most important results, paying
particular attention to Extended Free Choice (EFC)-nets.

Definition 5.13 Let PN = (P/T,I~,I",My) be a Place-Transition net with
I=(p,t), It (pt) € {0,1},Vp € Pt € T. PN is called a

1. State Machine (SM) iffVt € T : |ot| = |[te| < 1.°
2. Marked Graph (MG) iff Vpe P :|ep|=|pe| <1

3. Free Choice net (FC-net), iff
Vpp' € Pip#p = (penp'e=0orlpe|[=[p'e|<1)

4. Extended Free Choice net (EFC-net), iff
Vp,p' € P:penpe=10orpe=7ye.

5. Simple net (SPL-net), iff
Vpp' € Pip#p = (penp'e=0or|pe[<lorfp'e|<1)

6. Extended Simple net (ESPL-net), iff
Vpp' € P:penpe=0orpe Cp e orpeC pe.

Fig. 5.19 provides a description of these different classes of nets. For these net
classes the following relations hold (cf. Fig. 5.18):

Marked Graphs C FC-nets, State Machines C FC-nets C EFC-nets C ESPL-nets
and FC-nets C SPL-nets C ESPL-nets.

We first of all investigate State Machines, which can be analysed very easily.

Analysis of State Machines

All transitions of a State Machine have at most one input and one output place.
Since we are interested in live and bounded nets, Th. 5.1 tells us that we only
have to consider strongly connected State Machines. Fig. 5.20 depicts such a
State Machine.

If a State Machine is strongly connected every transition has exactly one input
and one output place. A token in a strongly connected State Machine can be
“moved” from one place to every other place of the net, since this token directly
“enables” all output transitions of the place it is currently located. This observa-
tion yields the following characterisation of liveness.

Theorem 5.10 (Liveness in State Machines [38]) Let PN be a State Machine
with |et|=|te| =1Vt e T.
PN is live iff PN is strongly connected and My # O.

3 |z| denotes the number of elements in the set .
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Figure 5.18 Relationship of net classes

Firing of transitions in a strongly connected State Machine obviously does not
change the number of tokens in the Place-Transition net and thus the net is
bounded.

Theorem 5.11 (Boundedness in State Machines [38]) Let PN be a live State
Machine with |et| = |te| =1Vt € T.
Then PN is bounded.

The former argument for liveness also implies, that a token can always return to
a place it started from. So we can always reach the initial marking.

Theorem 5.12 (Home states in State Machines) If PN is a live and bounded
State Machine then My is a home state.

Th. 5.12 directly implies that all reachable markings of a live and bounded State
Machine are home states.

We have seen that State Machines are very easy to analyse. Let us investigate the
next net class.

Analysis of Marked Graphs

Similar to State Machines we only consider strongly connected Marked Graphs.
This implies that each place has exactly one input and one output transition. A
typical example of a Marked Graph is shown in Fig. 5.21.

Playing the token game for this Place-Transition net, one realises that, e.g., the
token on ps seems to cycle around. Note that we have avoided speaking so far
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Figure 5.21 An example of a Marked Graph

about tokens moving in a Place-Transition net, since a transition might destroy
more or less tokens than it creates. But in this context it makes sense. So the
token on ps is first fired on pg than on py and afterwards returns to ps. If we
modify the initial marking just by removing the token on ps, we also see that the
net is not live. It seems that these cycles play an important role in the context of
Marked Graphs. So let us define them:

Definition 5.14 A cycle is a sequence xq, . ..,x  where x; € PUT,0 <i <k
and xiyq € x; 0 Ni€{0,... .k — 1} and ¢ = x.

A cycle is called simple iff Vr;,x; € xo,...,0F 11 # J =

x; #xjor (i =0andj=k).

A simple cycle is a cycle where each element appears once, except for the first
and last element. The Marked Graph of Fig. 5.21, e.g., contains amongst others
the following simple cycles:

p17t17p27t27p1 and p57t37p67t47p77t57p5'
The following result should now be no surprise for us.
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Theorem 5.13 (Liveness in Marked Graphs [150]) Let PN be a Marked Graph
with [ ep| = [pe|=1.
PN is live iff every simple cycle contains a place with at least one token at M.

Determining boundedness of a Marked Graph can also be based on the concept
of simple cycles.

Definition 5.15 PN is covered by simple cycles iff Ve € PUT : 3 a simple
cycle xo, . .., xp with x = x; for some i € {0,... k}.

Theorem 5.14 (Boundedness in Marked Graphs [150]) A live Marked Graph
PN is bounded iff PN is covered by simple cycles.

Similar to our discussion concerning State Machines Fig. 5.21 shows that Mj is
a home state. After firing of every transition My is reached again. In fact Marked
Graphs unveil the same property as State Machines, i.e.

Theorem 5.15 (Home states in Marked Graphs [125]) If PN is a live and bounded
Marked Graph then My is a home state.

So far we have seen that the two net classes, State Machines and Marked Graphs,
are very simple to analyse. In the next subsection we draw attention to EFC-nets,
since they are a superset of FC-nets and we can establish some useful analysis
techniques for this “extended” class directly.

Analysis of EFC-nets

According to the definition, EFC-nets unveil the possibilities of connecting tran-
sitions to their input places as shown in Fig. 5.22.

Figure 5.22 Possible connections between transitions and their input places in EFC-
nets

With that the following is obvious: If a transition ¢ of an EFC-net is enabled
then all transitions which are in structural conflict, i.e. all t' € (et)e, are enabled
as well. So amongst conflicting transitions, we can choose the transition to fire
freely.

For the analysis of FC- and EFC-nets we need to understand the terms “dead-
lock” and “trap”.
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Definition 5.16
1. P' C P,P' # () is a deadlock® iff eP' C P'e.
2. PP C PP #Disatrap iff P'e C oP’.

If a deadlock empties, this subset will remain empty. On the other hand once a
trap is marked, it will remain marked.

Consider the FC-net in Fig. 5.23, which has the deadlocks {p1,p2},

{p1,p3} and {p1,p2,p3}, which is also the only trap of the net. At the initial
marking all deadlocks are marked. Firing ¢; now empties the deadlock {p;,p3}
and thus this deadlock will remain empty. Since {p1,p3} is empty all transitions
in {p1,p3}e are not enabled and are therefore not live. An analogous argument
holds for the deadlock {p;,pa} if ¢ fires first at the initial marking.

A natural idea is to avoid such situations by ensuring that a deadlock can never
be emptied. This is, e.g., the case if the deadlock contains a marked trap, because
a trap remains marked in all further reachable markings. For EFC-nets this idea
yields a characterising condition for liveness:

Theorem 5.16 (Liveness in EFC-nets [34, 38]) An EFC-net is live iff every dead-
lock contains a marked trap at M.

This condition is often called the deadlock/trap-property (dt-property).

Proof.

We will only prove sufficiency.

Assume the EFC-net is not live.

Then 3t € T : M € R(PN,My) : VM’ € R(PN,M) : -M'[t >, i.e. we
can find a transition ¢ and a marking M, such that ¢ is not enabled in all further
reachable markings. The salient property of EFC-nets is now that there must be
a fixed place which is and remains empty, i.e.

4 Other authors refer to deadlocks as siphons or tubes.
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dp € ot : M'(p) =0VYM' € R(PN,M).

The existence of such a place p is ensured by the fact that all transitions of (et)e
are also not live. Furthermore since p remains empty all its input transitions are
not live, i.e.

Vi € op:VYM' € R(PN,M) : ~M'[t >.

Let Pempty denote the set of empty places in R(PN,M), i.e.

Vp € Pempty,M' € R(PN,M) : M'(p) =0

and let T}j..q be the set of transitions which are not live in R(PN,M), i.e.

Vit € TdeadyM/ S R(PN,M) : —|M/[7f >.

This yields @ FPeypty © Tyeaq and because of the EFC-net structure we get

Perpty® = Tdead- Thus @ Pty © Peppty® and Pepypiy is an empty deadlock,

which contains no marked trap. a

In[104, ] efficient polynomial-time algorithms are described for determining
the dt-property for FC-nets.

Checking boundedness of EFC-nets is somewhat more complicated. In the fol-
lowing we present only the main theorem without further discussion. Before we
can establish this theorem we need the following definitions.

Definition 5.17 Let PN = (P,T,I~,I*,Mp) and
PN' = (P T",I'" 1"t M) be two Place-Transition nets and X C PUT.

1. PN' is a subnet of PN iff
P CPT CTand
I'~(pt) =T (pt),I" (pt) = I (pyt), Vpe P'teT, and
Mg(p) = My(p),¥p € P.

2. PN’ is a subnet of PN generated by X iff
PP=(XNnP)Ue(XNTYU(XNT)e,
T'=(XNT)Ue(XNP)U(XNP)e, and
I'~(pt) = I (pt),I" (pt) = I (pt), VpeP teT and
Mg (p) = Mo(p),Vp € P.

Definition 5.18

1. PN' = (P, T',I'" ,I'" \M}) is a P-component’ of
PN = (P,T,I~,I",My) iff PN is a subnet of PN generated by P' C P
and¥t' € T" : | ot/ N P'| < 1 and |t' e NP’| < 1, where the e-notation is
with respect to PN'.

2. PN is covered by P-components iff Vo € PUT : 3 a P-component PN’
of PN withx € PPUT'.

Theorem 5.17 (Boundedness in EFC-nets [35]) A live EFC-net PN is bounded
iff PN is covered by strongly connected P-components.

5 A P-component is related to a State Machine.
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Figure 5.24 Live and bounded Place-Transition net with no home states

Research efforts to determine the existence of home states for EFC-nets have
only been undertaken in the recent past. Some authors conjectured that all bounded
and live Place-Transition nets have home states, e.g. [124]. This conjecture was
proven to be false in 1984, where E. Best and K. Voss [39] published a bounded
and live ESPL-net without any home states (cf. Fig. 5.24). Since 1989 it is known
that the above-mentioned conjecture holds for EFC-nets.

Theorem 5.18 (Home states in EFC-nets [36, 1) If PN is a live and bounded
EFC-net then its reachability set contains home states.

Furthermore we can characterise all home states of a live and bounded EFC-net
as follows.

Theorem 5.19 ([36]) Let PN be a live and bounded EF C-net. Then
M is a home state iff M marks all traps of PN.

Proof. We will only prove necessity.

Let P C P be an arbitrary trap of PN and p € P. Since PN is live and bounded, it
is strongly connected (cf. Theorem 5.1) and 3t € ep. Since PN is live M M’ €
R(PN,My) : M[t > M’. M’ is a marking which marks P. Since M is a home
state, we have M’ —* M and thus M marks P. O

This characterisation of home states can be exploited as follows.
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Theorem 5.20 ([36]) Let PN be a live and bounded EFC-net and o € T™ be a
firing sequence with ¥t € T : #(o,t) > 0.° Then M given by My[oc > M is a
home state.

Proof. After the firing sequence o has occurred, all traps are marked, since a trap
being marked remains marked. a

Th. 5.20 is important for analysing Stochastic Petri nets, discussed in Ch. 8, by
means of simulating the net. Once each transition has fired, all further reached
markings are recurrent. These are exactly the states (markings) we are inter-
ested in when analysing the steady state behaviour of the associated Markov
process (cf. Ch. 8). Hence EFC-nets are a convenient class of Place-Transition
nets, because there are characterising conditions for boundedness and liveness
and furthermore the existence of home states is guaranteed for bounded and live
EFC-nets.

For Place-Transition nets with more complex structures such theorems are not
known up to now. E.g. it is known that the dt-property is sufficient for ensuring
liveness in ESPL-nets, but not necessary (see [38]).

Another analysis technique which has evolved in the last decade to analyse also
more complex Place-Transition nets efficiently is the subject of the next section.

Exercise 5.15 Prove the relations between the net classes as given in Fig. 5.18.
Exercise 5.16 Let Q1,Q02 C P. Prove the following conjectures:

1. Q1,Q2 are deadlocks —> Q1 U Q2 is a deadlock.

2. Q1,Q2 are traps =—> Q1 U Q2 is a trap.

Exercise 5.17 Prove or disprove:

1. If PN = (P/T,I,I",My) is a live EFC-net then
PN = (P,T,]~, It M) is live VM > M,.

2.If PN = (PT,I",I" ,My) is a live Place-Transition net then PN =
(P, T, I~ ,07 M) is live VM > M.

Exercise 5.18 Show that the Place-Transition net of Fig. 5.24 is bounded and
live, but has no home states.

Exercise 5.19 Prove or disprove:
1. If PN is a live and bounded EFC-net then My is a home state.

2. Let PN be a live and bounded Place-Transition net. Then
M is a home state =—> M marks all traps of PN.

Exercise 5.20 Prove that if PN is a live and bounded Marked Graph or a live
and bounded State Machine then My marks all traps of PN.

5 #(o,t) denotes the number of occurrences of t € T'ino € T*.
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5.4.4 Reduction and Synthesis Analysis

Reduction analysis deals with the reduction of the Place-Transition net by re-
placing subnets of the net by less complex subnets such that several properties
remain invariant. Since the reduced Place-Transition net is less complex than the
original net, once sufficiently reduced, the analysis can be performed, e.g., on
the coverability/reachability tree of the reduced Place-Transition net. A simple
example of a reduction is shown in Fig. 5.25.

This particular reduction rule specifies that if two empty places (p1,p2) and one
transition (t) with |epi| = [p1e| = |eps| = |p2e| =|et| =|te| =1and
p1e Ot € epy are given, these three elements may be reduced to one empty place
p’ with ep’ = ep; and p’e = pye. It is obvious that properties like boundedness
and liveness are not affected by this reduction (transformation) of the net.
Several authors have independently developed several sets of such reduction
rules, e.g. [31, 32, 62, , 1. We only describe one example of a typical
reduction rule. The interested reader is referred to the literature.

This transformation from [3 1] removes redundant places by removing arcs from
transitions to the place. If all arcs are removed then the place can be removed
from the Place-Transition net. A place is redundant “when its marking is al-
ways sufficient for allowing firings of transitions connected to it” [31]. This is
expressed by the following definition.

Definition 5.19

Let PN = (P,T,I~,I",My) be a Place-Transition net. A place p € P is re-
dundant iff there exists a subset Q C P\ {p} (possibly empty) and a weighting
Sunction V : Q U {p} — N such that the following conditions hold:

1.3b € No : VI(p)Mo(p) — >geq V(9)Mo(q) = b,
i.e. the weighted marking of p is greater or equal to the weighted marking
of the places in Q.
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Figure 5.26 Portion of a Place-Transition net with a redundant place

2.Vt e T V(p) I~ (pit) = Xgeq V() (g:t) < b,
i.e. firing of a transition removes less or equal tokens on p than from the
places in Q) with respect to the weight function.

3.VteT :de; € Ny :
V()L = I7)(pt) = Xye VIOUT = 17)(q:t) =,
i.e. with respect to the weight function there are a greater or equal number
of tokens placed onto p than on the places of Q) after firing of t.

After having identified the redundant place the transformation can be performed
by removing all edges in ep and pe. For every transition, ¢ € T, an edge with
weight ¢; is added from ¢ to p. If all the weights ¢; are zero then the place p
is isolated and can be removed. Simplification of redundant places preserves
properties like boundedness, liveness and the existence of home states (cf. [31]).

Example 5.8 Figure 5.26 shows a portion of a Petri net with a redundant place
ps. Figure 5.27 shows the same portion of the Place-Transition net after the
transformation has been performed. In this example we have Q) = {p1,p2}; V (p) =
1,Vp € QU {ps};b = 0;¢, = 0Vt € T, and the place ps has been removed.

Most of these transformation/reduction rules can be applied in the reverse direc-
tion, thus increasing the size of the Place-Transition net. This form of building a
net is called synthesis of Petri nets. If we start with a Place-Transition net which
embraces all positive properties like boundedness and liveness and apply these
synthesis rules, we always yield a Place-Transition net with the same properties
making the analysis of the target net unnecessary.
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Figure 5.27 Portion of the Place-Transition net after removing the redundant place

Reduction and synthesis techniques are analysis techniques which have not been
examined systematically in the literature. Several sets of rules have been pub-
lished, but it is, e.g., not known how powerful all these published rules are.
E.g. are all life and bounded simple-nets completely reducible to an atomic net
(PN = ({p},{t},I~,I",Mpy) where I (p,t) = I (p,t) = 1 and My(p) > 0)?
Only for FC-nets this and similar questions have been considered, see e.g. [69,

, 72]. Furthermore the effort of testing the application conditions is not always
considered in the literature. In [62] the computational complexity of several re-
duction and synthesis rules is examined.

5.5 Further Remarks on Petri Nets

This introduction covers only a part of current Petri net theory. We have con-
centrated on those properties of a Petri net which are also significant for the
performance analysis of the corresponding Stochastic Petri net.

Other properties which are of interest are e.g.

1. fairness, i.e.
VteT:3k € N: V' € TNo € T* : Mylo >: #(o,t') — #(o,t) < ky,
where #(o,t) denotes the number of occurrences of t € T'in o € T™*.

Fairness means that each transition will eventually fire and can not be ex-
cluded from firing. The sender/receiver system given in Fig. 5.3 is fair,
whereas the Place-Transition net in Fig. 5.8 is not fair, since %9 is not in-
cluded in the infinite firing sequence (¢1t3)™.
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2. reversibility, i.e. My is a home state of the Place-Transition net.

3. persistence, i.e. Vt;,t; € T\t; # t; and VM € R(PN,My) :
M[ti > and M[tj > M[tit]‘ >.
Persistence means that a transition can only be disabled by firing of itself.
Marked Graphs are e.g. a subclass of persistent nets.

4. properties of the net language where a language of a Place-Transition net
is given by {W (o )|o € T* : My[o >} with
W T +— “set of symbols (words)” and
W(te) =W (t)W(o) Vvt e T, € T*.

5. synchronic distance sd of two transitions ¢;,t; € T'. This notion is related
to fairness and defined as follows:
sd(tiyt;) := sup{|#(o,t;) — #(o,t;)| |M[oc > VM € R(PN,My)}.

Finally we turn to the question of whether an algorithm exists to decide whether
a Place-Transition net is live or not. This decidability problem remained open
for about 20 years until 1981.

In fact it was well known since the early days of Petri net theory that the above
mentioned problem is equivalent to the well-known reachability problem which
can be described as follows:

Given a Place-Transition net and a marking M, does an algorithm exists to decide
whether M € R(PN,Mj)? As we learned in Ex. 5.11, the coverability tree is
not suitable for deciding both problems. In 1981 E.W. Mayr [118, ] and in
1982 R. Kosaraju [109] published algorithms for the reachability problem, i.e.
reachability and liveness problem are both decidable. Furthermore it is known
that both problems are exponential-space hard with complexity exponential in
|P|,|T| and the flow relation | F'| (cf. [119]).

Exercise 5.21 (cf. [146]) This exercise is dedicated to some real life problems in
modelling computer systems. It concerns the 'mutual exclusion’ problem, which
occurs if several parallel processes are sharing common resources. If one pro-
cess is, e.g., changing the internal state of a resource (consider writing a file),
then for all other processes access has to be denied, in order to keep the state of
the resource consistent.

A very common solution is to restrict simultaneous access to a resource by mod-
ifying the source code of each process and insert special lines of code.

E.g. a control variable is introduced, which represents the access status of a re-
source (free or occupied) and each process has to check this control variable
before using the resource. The section of code where the resource is used is re-
ferred to as the “critical section”. The crux of all such solutions is the atomicity
or non-atomicity of certain statements. In this exercise we will denote atomic
statements (operations) in pointed brackets, e.g. <x :=y; >.

In the following, four algorithms are presented in pseudo-code, and you are
asked to prove or disprove the correctness of these algorithms using Petri nets.
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For simplicity we only look at two processes Py and Py in the first three algo-
rithms and assume that the presented part of the code of each process is executed
infinitely often.

1. Algorithm:
Control variables:
var flag : array [0..1] of boolean;
turn : 0..1;
Initial value of turn is O and all flags are false

Program for process P;:

<flag[i] := true;>
while <flag[j]> do /* j =i+ 1 mod 2 ¥/
if <turn = j> then
begin
<flag[i] := false;>
while <turn = j> do <nothing> enddo;
<flag[i] := true; >

endif;
enddo;
critical section;
<turn :=j>;

<flag[i] := false;>

2. Algorithm:
Control variables:
var flag : array [0..1] of boolean;
turn : 0..1;
Initial value of turn is 0 and all flags are false

Program for process P;:

<flag[i] := true;>

while <turn # i> do
while <flag[j]> do <nothing> enddo; /* j =i+ 1 mod 2 ¥/
<turn :=i;>

enddo;

critical section;

<flag[i] := false;>

3. Algorithm:
This algorithm uses a binary semaphore sem. P(sem) decreases the value
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of sem by 1, provided it is greater than 0, otherwise the process has to wait
until sem becomes > 0. V(sem) increases the value of sem by 1.

Control variables:

var sem : binary semaphore;

Initial value of sem is 1

Program for process P;:

< P(sem); >
critical section;
< V(sem); >

4. Algorithm:
In this problem we have 5 processes Py, . . . ,Py sharing common resources.
The restriction we have is that if process P; is in its critical section, then
(P;—1 mod 5) and (P;4+1 mod 5) are both not able to be or to enter their
own critical section.
This algorithm uses an array of binary semaphores given by

Control variables:
var sem[0..4] : binary semaphore;
Initial value of all semaphores is 1

Program for process P;:

< P(sem[i]); >
< P(sem[i+1 mod 5]); >
critical section;
< V(sem[i]); >
< V(sem[i+1 mod 5]); >
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6 Coloured Petri Nets

You may have noticed that the graphical representation of Petri nets becomes
fairly complex if we try to model real life problems. The main reason is that we
only have one type of token. In our mutual exclusion example (see Exercise 5.21,
page 113) we had to represent each process by a separate subnet, although their
respective behaviour is identical. Furthermore we had to represent all values of a
variable by different places.

In this chapter we introduce Coloured Petri nets (CPNs) in which a type called
the colour is attached to a token. CPNs were first defined by K. Jensen (cf. [93]).
There are several other Petri net models which distinguishes between individual
tokens, e.g. [79, 99, ], but since Queueing Petri nets (QPNs) [18], discussed
in Ch. 10, are based upon CPNs, we need to know only about the latter.

Fig 6.1 illustrates a part of a CPN in which place p; is marked by a token of
colour a and ps is marked by two tokens, one of colour b and one of colour c.
How can we describe the firing of transition ¢? E.g., we may require transition ¢
to be enabled in the marking shown and that it destroys the tokens a and b and
creates a token of colour d on p3. Another possible behaviour of ¢ may be that it
destroys tokens a and c and creates a token of colour e on ps. These two different
ways in which ¢ might fire are referred to as the different modes in which ¢ fires.
In CPNs these modes of a transition are also described by colours, but now at-
tached to the transition. Let us denote the set consisting of all these colours by
C(t). So we say, e.g., that transition ¢ fires with respect to colour z (characteris-
ing a certain “firing mode” of ¢) or with respect to colour y. With that in mind the
incidence functions of a CPN can be defined similar to the incidence functions
of a Place-Transition net (see Def. 5.1 on page 81). E.g., if transition ¢ fires with
respect to colour x, tokens a and b will be destroyed and one token of colour d
will be created on ps.

Before defining CPNs formally we need to know about multi-sets. Informally a

Figure 6.1 A simple CPN
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multi-set is the same as a set, except that individual elements may occur more
than once and for this reason they are sometimes also called bags. For instance
if we have a set {a,b,c} and add element b to the set we still have only the set
{a,b,c}. However, if we added b to the multi-set {a,b,c} we have the new multi-
set {a,b,b,c} with two occurrences of the element b.

Definition 6.1 (Multi-set) A multiset m, over a non-empty set S, is a function
m € [S — Nyl|. The non-negative integer m(s) € Ny is the number of appear-
ances of the element s in the multi-set m.

Refer to Fig. 6.2. The definition of the multi-set m in that figure is given by

2, ifse{a,d}
3, ifs=0>
1, ifs=c¢

m(s) =

We denote the set of all finite multi-sets over S by Sjrs and define addition of
multi-sets and multiplication with ordinary numbers as follows:

Definition 6.2 Vi, mo € Syrs and r € R ' define
(m1 4+ ma)(s) :==mi(s) + ma(s)
(rmy)(s) :=rmq(s)

Now, remember that the incidence functions of a Place-Transition net reflect the
connection between places and transitions. That is, I~ (p,t) describes the number
of tokens which are destroyed on place p in case of ¢ fires. The corresponding
backward incidence function of a CPN is now an element of

I~ (p;t) € [C(t) = C(p)us].

The forward incidence function I+ (p,t) is obviously defined similarly.

Let us return to our example. Since ¢ can fire in two different modes, the colour
set should consist of (at least) two elements, e.g. C'(t) = {z,y}. The (backward)
incidence function I~ (p1,t) € [C(t) — C(p1)ms] is given by I~ (p1,t)(x) =
{a}, which is a multi-set, and I~ (p1,t)(z)(a) = 1 denotes the number of ele-
ments of colour ¢ in that multi-set.

We define a CPN formally as follows:

1 R denotes the set of real numbers.
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Definition 6.3 (CPN) A Coloured Petri net (CPN) is a 6-tuple
CPN=(PT,C,I~,I" ,My), where

e P is a finite and non-empty set of places,

o T is a finite and non-empty set of transitions,

e PNT =0,

o Cis a colour function defined from P U T into finite and non-empty sets,

e I~ and I are the backward and forward incidence functions defined on
PXT such that
I=(pt), I (pt) € [C(t) = C(p)uslY (pt) € P x T,

o My is a function defined on P describing the initial marking such that
My (p) € C(p)ms,Vp € P.

The preset and postset of a transition and place, respectively, of a CPN are de-
fined analogous to that for Place-Transition nets on page 83:

Definition 6.4
The preset o(p,c) of p € P and c € C(p) is
+

o(p,c) :=A{(t,d)|t € . € C(t) : I (p,t)(d)(c) # O}
Thepreseto(t dYofteTandd € C(t is
(p,t)(c')(c) # O}

o(t,d) == {(pc)lp € PceC(p): I"
The postset (p,c)® of p € P and c € C(p) is

(p,c)e:={(t, )|t € Toc" € C(t) : I™ (p;t)()(c) # O}
The postset (t,c')e of t € T and ¢’ € C(t) is

(t.c)e == {(p.c)lp € Pc € C(p) : I (p:t)()(c) # O}

~—

Next we can define the behaviour of a CPN, again very much the same way as
for Place-Transition nets.

Definition 6.5 (Enabled Transition) A transition t € T is enabled in a marking
Mw.r.t. acolour ¢ € C(t), denoted by M|(t,c') >, iff M (p)(c) > I~ (p,t)(c')(c),¥p €
P,ce C(p).

An enabled transition t € T may furthermore fire in a marking M w.r.t. a colour

d € C(t) yielding a new marking M', denoted by M — M’ or M|(t,c') > M,

with

M'(p)(e) = M(p)(c) + I*(pH)()(c) — I~ (0.£)()(e).¥p € Prc € C(p).

Not surprisingly the various properties we defined for Place-Transition nets can
also be defined for CPNs where we now denote the reachability set by R(CPN) :=
R(CPN,My) := {M|My —* M} where —* is the reflexive and transitive clo-
sure of —.

Definition 6.6 Let CPN=(PT,C,I—,I",M;) be a Coloured Petri net.
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1. CPN is bounded iff R(CPN,My) is finite.

2. CPN is live iff VM € R(CPN,My),t € T,e € C(t) : IM' : M —* M’
and M'[(t,c) >.

3. A marking M’ is called a home state iff
VM € R(CPN,My) : M —* M'.

4. D C Upep Ucec(p) (psc) is called deadlock (trap) iff «D C De
(De CoD).
D is marked at a marking M iff 3(p,c) € D : M (p)(c) > 0.

(o) O

b1 b5
t; 1 LIt
Do Q C) Pe
ta [ s

P3 O bus access bus access <>p7

/us fre\
ts [ Tt

Figure 6.3 Place-Transition net model of a dual multiprocessor system

Example 6.1 Consider a dual processor system where each processor accesses
a common bus, but not simultaneously. Fig. 6.3 illustrates a Place-Transition net
model of the system. Places p1,p2,p3 represent the states of the first processor
while places ps.,pg,p7 represent the states of the second one.

However, since the processors are identical, an obvious idea (now that we know
about CPNs) is to represent each of the two processors by a different colour
token. A CPN model of the same system is illustrated in Fig. 6.4. The formal
definition is given by CPN = (P, T,C,I~,I" ,My) where

1. P = {p1.p2.p3.ps},
22T = {t17t2¢t3}’
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3. C(p1) = C(p2) = C(p3) = {c1,c2},C(pa) = {o},
C(t1) = C(t2) = C(t3) = {c1.c5}-

4. For the definition of the backward and forward incidence functions it is
sufficient to specify only the functional non-zero values.

c) =1, I (pi,t1)(ch)(c2) =1, I (pa,ta

I~ (p1st1)(e1)( (p2st2)(c)) (1
I7(p2it2)(c3)(ca) =1, I~ (pastz)(ci)(®) =1, I (pasta)(ch)(e) =1,
I~ (paits)(ch)(er) =1, I (psita)(ch)(ca) =1, IF(past1)(c))(er) =1,
It (p2ta)(ch)(ca) =1, Tt (pssta)(ci)(c1) =1, IF(p3,t2)(ch)(ca) =1,
I (prts)(ch)(er) =1, IH(prts)(ch)(ca) =1, IT(pats)(ci)(e) =1,
I (pajts)(ch)(e) =1,

) ::\
P3 O bus access @p4

bus free

t3 [

Figure 6.4 Coloured Petri net model of the same dual multiprocessor system

Now that we know about the structure, behaviour and properties of CPNs, we
next would like to know how to analyse them. Fortunately, every CPN can be
unfolded uniquely into a Place-Transition net so that all the concepts relating to
CPNs are consistent with those of Place-Transition nets.

A CPN=(P,T,C,I—,I",M)y) is unfolded into a Place-Transition net in the follow-
ing way:

1.V p € P,c € C(p) create a place (p,c) of the Place-Transition net.

2.Vte T, e C(t) create a transition (¢,c’) of the Place-Transition net.



121

T (pst) Q "

Figure 6.5 The graphical representation of a CPN

Do I~ (past)

3. Define the incidence functions of the Place-Transition net as
I=((p,e)(t,c)) = I~ (p,t)(¢)(c),
I ((pe)(t,)) := I (pt) () (c).

4. The initial marking of the Place-Transition net is given by
Mo((p,c)) := Mo(p)(c),¥Vp € Pc € C(p)
The unfolded CPN is given by

PN=(J U wo.U U )T I M)
)

PEP ceC(p) teT 'eC(t

It should be obvious that while the unfolding of a CPN yields a unique ordinary
Petri net the converse is not true. Folding (as it is termed) of a Place-Transition
net can be done in more than one way.

Example 6.2 As an example, the unfolded net of Fig 6.4 is displayed in Fig. 6.3.

It should thus be clear that Coloured Petri nets are only a means of simplifying
the graphical representation of a Petri net model of a complex system. We can
analyse such models by unfolding the CPN and performing the analysis on the
unfolded net.

Coloured Petri nets have undergone several revisions. Jensen[96, 97] uses ex-
pressions to specify the incidence functions and markings, but for invariant anal-
ysis a function representation as presented here is used. The expression represen-
tation is based on the meta language ML [122]. In the same book Jensen also
introduces guards which can be attached to the transitions of a CPN. A guard
determines a boolean value and the corresponding transition is only enabled if
this value is true.

For simplicity and to avoid confusion, we will describe the “older” graphical
representation presented by Jensen in [93, 94] and only touch on the graphical
representation of CPNs using ML constructs and not go into the formal details.
Fig. 6.5 illustrates a part of a CPN where the incidence functions

I~ (p,t),I*(pt) € [C(t) — C(p)ars] are represented as “arc weights”. If we
can find mnemonics for these functions, this idea of representing a CPN graphi-
cally will be sufficient for a human reader. This is the original idea presented by
Jensen in [93].
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e

é p3

P2 % T

Figure 6.6 CPN with expressions attached to the arcs

Later, concepts of Predicate/Transition nets [79] were adopted for the graphical
representation of CPNs. In order to understand this we need to remember the
usual concept of binding all or a subset of all free variables in an expression
to values. Consider some variables x,y and z and an expression involving these
variables, e.g. 2x +y — z. If we bound these variables to values ,j,k respectively,
then the given expression evaluates to 2¢ + j — k. In most cases the incidence
function of a CPN can now be written using an expression. Consider e.g. the
CPN of Fig. 6.6, where we have attached an expression to each arc remembering
that the x and y are variables on a multi-set.

Thus the expression x + y states that in case transition ¢ fires, a token of kind x
and a token of kind y is destroyed on p;. To determine whether a transition ¢ is
enabled and the result of it firing, the free variables of all expressions attached to
the input and output arcs of ¢ must be bound to some values in order to evaluate
the expression. An arc expression must evaluate to a multi-set over the colour
set of the corresponding place. Thus possible evaluations of the arc expression
x4 yare a + a,a + b,a + ¢,a + d etc. with C(p1) = {a,b,c,d}. Clearly, for all
arc expressions adjacent to a transition we have to bind identical variables to the
same value. E.g., if we bound the variable x to a and y to b, this implies that the
arc expressions x + ¥, x and 2z + y evaluate to a + b, a and 2a + b respectively.
After the evaluation of all arc expressions of a transition, enabling and firing of
that transition is similar to that of Place-Transition nets. E.g., if the arc expres-
sions x + y and x evaluate to a + b and a respectively, then ¢ is enabled at a
marking M iff there is at least one token of colour a and at least one token of
colour b in the marking of p; and at least one token of colour a in the marking
of py. This is the case in Fig 6.6 and if ¢ fires it destroys the tokens a and b on
p1 as well as the token a on po and creates 2 tokens of colour a and one token of
colour b on p3 as prescribed by the arc expression 2x + y.

If we bound x to ¢ and y to b, then ¢ is not enabled since there is no token of
colour c in the marking of p» depicted in Fig. 6.6.

If, depending on the binding, we want a transition to behave in more than one
way, we can describe this by employing syntactical constructs of programming
languages. Jensen in [96, 97] uses the programming language ML for this and
we offer the CPN in Fig. 6.7 as an example.
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In that example, C(p1) = {a,b,c},C(p2) = {a,b,c,d},C(p3) = {r,s} and if z is
bound to a and y to b then ¢ is enabled and the arc expression “if ...” evaluates
to 2r 4+ s. Note that this arc expression always evaluates to a multi-set over the
colour set of p3, as before. If = is bound to a and y to c then ¢ is also enabled and
in that case, when it fires, no token is created on p3 as denoted by the expression

“empty”’.

() s
Do @ T then if (y = b) then 2r + s
@ else empty

else 2s

Figure 6.7 CPN with code rather than functional description of the incidence functions

In [96] the reader will find a formal definition of CPNs and its graphical rep-
resentation which differs somewhat from that described above. In the following
we will use the definition of a CPN given in this chapter and use the concepts
concerning the graphical representation only to draw CPNs compactly.

)
if (z = a)

then s

if (x =a)
then ¢

else empty

else d

Figure 6.8 C(p1) = {a,b,c},C(p2) = {b,c,d},C(p3) = {r,s}

Exercise 6.1 Fold the following sets of places and transitions of the Petri net in
Fig. 5.3, page 81:
{PQ)plo} and {pi7pi+4}u{ti7ti+4}7i S {07 ce. 74}

Exercise 6.2

1. Give the formal definition (see Def. 6.3) of the CPN displayed in Fig. 6.8.
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2. Draw the reachability graph of this CPN.

3. Determine the unfolded Place-Transition net. What does the “empty”-expression
imply for the connection of transitions and places of the unfolded net?
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7  Further Reading

Further introductions on Petri nets are given in [132, , ] and short intro-
ductory papers are [125, 1.
A common extension of Petri nets found in the literature is to impose priorities
on transitions and/or to introduce so-called inhibitor arcs. If two transitions of
different priority are enabled in the sense of ordinary Petri nets then only the
higher priority transition may fire. An inhibitor arc connects a place p to a transi-
tion and imposes an additional constraint on the enabling of that transition. The
transition is now enabled iff the enabling rule of ordinary Petri nets concerning
the usual arcs between places and that transition is satisfied and if place p is not
marked. In [132] these extensions are discussed, amongst others. Petri nets with
inhibitor arcs or priorities have the power of Turing machines and thus several
problems, e.g. reachability problem or determining liveness, become undecid-
able. This is the reason why most Petri net researchers do not consider these
extensions, although they might be necessary to model real life problems.
The analysis of net classes, especially of (Extended) Free Choice nets, is the
subject of [34, 36, 37, 38, 39, 60, ] and several results are summarised in
[38, ]. Analysis of Marked Graphs is considered in [78]. This class of nets
is also called “Synchronisationsgraphen” or T-graphs. Another name for State
Machines is S-graphs. (Extended) Simple nets, also called Asymmetric Choice
nets, are dealt with in [38].
A further net class with similar properties like EFC-nets are investigated in [173,
]. This class is called Equal Conflict nets (EC-nets) and allows multiple arc
weights. Its definition is:
Vit' e T: (ot Net' 0= I (p;t) =1 (p,t'),Vp € P).
Reduction and synthesis analysis can be found in several papers. The following
papers are concerning reduction and synthesis analysis of Petri nets: [31, 32, 70,
, 168, 171, 172, 176, 182].
A study on different efficient methods for the analysis of the reachability set
(symmetry method, stubborn set method, symbolic model checking, incomplete
reachability analysis) can be found in [145]. Progress has been made in the anal-
ysis of the reachability set exploiting dynamic priorities[2 1], structural informa-
tion for a Kronecker based representation of the state space (e.g. [106] (see also
page 175)) or Binary Decision Diagrams (e.g. [123]).
Further Petri net models introducing the concept of individual tokens are de-
scribed in [79, 99, ]. The invariant analysis of CPNs was first discussed in
[93]. The latest version of CPNs is defined in [96, 97, 98] and it is shown how a
functional representation can be used for calculating the invariants of this CPN
version. A coloured version of the reduction rules of [31, 32] are defined in [88].
CPNs with an infinite number of colours also have the power of Turing machines

’ >
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[131].
An international conference with the title “Application and Theory of Petri Nets”
started in 1980 and is held annually, e.g. [95, 3, , 338,40, 12, 59, 64, , 4,
]. Further publications on Petri nets can be found in “Advances in Petri Nets”
(Lecture Notes in Computer Science, Springer-Verlag, e.g. [44, 45, s s
, 161,162, 41, 1, 67]).
The German “Gesellschaft fiir Informatik (GI)” has a “Special Interest Group
on Petri Nets and Related System Models”, which publishes a Petri net
newsletter to its members half-yearly. For membership contact Gesellschaft
fiir Informatik, email: gs@gi-ev.de (yearly costs: ~ EUR 10 ) or visit
the URLs http://www.gi-ev.deand http://www.informatik.
uni-hamburg.de/TGI/GI-Fachgruppe0.0.1/resp. There is also a
Petri net mailing group (see http://www.informatik.uni-hamburg.
de/TGI/PetriNets/mailing—-1lists/).  Additional information on
Petri nets can be accessed via URL http://www.informatik.
uni-hamburg.de/TGI/PetriNets/.
First proposals have been published defining a standard for high-level
Petri nets (High-level Petri Nets - Concepts, Definitions and Graphical No-
tation) within the International Organization for Standardisation (ISO). For
more information see http://www.informatik.uni-hamburg.de/
TGI/PetriNets/standardisation/.

> > > ’ ’
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Petri nets involve no notion of time, since it is not defined at what point in time
a transition will fire. Analysing the performance of a system with a Petri net
is thus not possible. Petri nets can only be used for qualitative analysis, i.e., to
analyse the functional or qualitative behaviour of a system. For performance or
quantitative analysis the temporal (time) behaviour of the system has to be part
of the Petri net description.

Since the early 70’s several suggestions on incorporating time into Petri nets have
been published. In general, there are two possible ways to do this:

1. Specifying sojourn times of tokens on places.

If tokens are fired onto a place p they become unavailable to all output
transitions of p for a certain time interval. Once this time has elapsed the
tokens become available and can be consumed by the output transitions of
p. Such Petri nets are known as Timed Places Petri nets (TPPNs).

2. Specifying a firing delay of enabled transitions.

Once a transition is enabled, it will fire after a certain time interval has
elapsed. These Petri nets are also called Timed Transitions Petri nets (TTPNs)
which, in turn, can be classified into two groups.

(a) Preselection models.

Once a transition is enabled, it selects all tokens it needs to fire on
its input places so that they are unavailable to any other transition of
the Petri net. The enabled transition waits until its firing time interval
has elapsed and then fires immediately. By firing, the transition de-
stroys all its reserved tokens and creates tokens onto its output places
according to the firing rule of a Petri net.

(b) Race models.

In these Petri nets tokens are not reserved by a transition. Once a tran-
sition is enabled, it waits for its firing time to elapse and than fires
immediately provided it is still enabled at that time. Since a faster
transition might disable other transitions, enabled transitions compete
or “race” for tokens; hence the name of this class of Petri net.

These time-augmented Petri nets, TPPN as well as TTPN models, can be clas-
sified further depending upon whether the times mentioned are deterministic or
stochastic. In the first case the class of such Petri nets is called “Timed Petri
Nets” and in the latter they are called “Stochastic Petri Nets”.!

A further classification depending upon the firing policy of transitions (resam-
pling, age memory, enabling memory) can be found in [4, 5], but this classifica-
tion is not relevant for exponentially distributed firing delays.

! Unfortunately the name of this class coincides with the name of a member of the class: Molloy’s
SPNs [124].
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Since our interest is in time-augmented Petri nets which can be analysed by
Markovian techniques, the next sections will consider those time-augmented
Petri nets where time is exponentially distributed.

We first of all introduce a wide-spread family of Stochastic Petri nets, not surpris-
ingly called “Stochastic Petri Nets” (SPNs) as well as “Generalized Stochastic
Petri Nets” (GSPNs) and then describe a different class called “Queueing Petri
Nets” (QPNs). QPNs combine the two ways of incorporating time by specifying
a sojourn time of tokens on places as well as a firing delay for enabled transitions.
All three classes are race models, i.e., enabled transitions compete for the tokens
on their input places. A preselection policy, as we will see later, can be repre-
sented using immediate transitions as defined for GSPNs and QPNs.
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8 Stochastic Petri Nets

The continuous-time Stochastic Petri net (M.K. Molloy [124], S. Natkin [127])
SPN = (PN,A) is formed from the Place-Transition net PN = (P, T,I1~,I", M)
by adding the set A = (A1,...,A\y) to the definition. \; is the, possibly mark-
ing dependent, transition rate of transition ¢;. L.e., the firing time is exponentially
distributed and the distribution of the random variable y; of the firing time of
transition ¢; is given by

By, (z)=1—e N7

A typical example of a Stochastic Petri net (SPN) is illustrated in Fig. 8.1 (cf.
[124]).

In the SPN in the figure, transition ¢; is enabled at My = (1,0,0,0,0). The time
elapsed until ¢; fires is exponentially distributed with rate A;, i.e. the average
time for ¢7 to fire is /\% Once t; has fired, using the firing rule of Place-Transition
nets, we obtain marking M; = (0,1,1,0,0). At M, to and t3 are concurrently
enabled. That is, one of these two transitions will fire next after a certain time has
elapsed. If transition ¢, fires first, the SPN changes to marking My = (0,0,1,1,0)
and if t3 fires before ¢, we get the marking M3 = (0,1,0,0,1). The next marking
thus depends on which transition “wins the race”. The probability that ¢o fires
first is given by:

Plts fires firstat M1] = Plx2 < x3]

Figure 8.1 A typical Stochastic Petri net
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= / ( / Aoe 2V dy) Age 3 d
0 0

— / (1—67)\2m))\367)\3$d$
0

A2
Ao+ A3

and similarly,

A3
Ao+ Az

P{ts fires first at M} =

This shows that the probability of changing from marking M; to some other
marking is independent of the time spent in M !

The sojourn time in M is given by the minimum of the independent, exponen-
tially distributed firing times of both transitions, namely:

Plmin(x2,x3) <2] = Plxa <wzorys <]

1 — P[x2 > z and x3 > 7]
- 1-— €_>\2x6_>\3$

1— 6—(>\2+)\3)SC

Thus the sojourn time in M; is also exponentially distributed with parameter
(A2 + A3). In combination with the fact that the probability of changing the state
is independent of the sojourn time, this implies that a SPN describes a Markov
process.

The rate of going from M to say e.g. Ms is then given, as usual, by:

A2 1 A2 1 \
. = = X2
(A2 + A3) Emin(x2.xs)] (A2 +A3) oy

The performance or quantitative analysis of SPNs can be carried out straight-
forwardly by analysing the corresponding Markovian process. Consider Fig. 8.2
which depicts the reachability graph of the SPN of Fig. 8.1. Consider each mark-
ing in that reachability graph as a state of the corresponding Markov chain (MC)
and attach the firing rate \; of transition ¢ as an arc label to each transition in the
Markov chain, giving rise to Fig. 8.3.

To be more precise: The Markov chain (cf. Sec. 2.3) of an SPN can be obtained
from the reachability graph of the associated Place-Transition net PN as follows:
The MC state space is the reachability set R(PN) and the transition rate from
state M; to state M; is given by g;; = A, the possibly marking-dependent,
firing rate of transition ¢y, from M; to M;. If several transitions lead from M; to
M; then g¢;; is the sum of the rates of those transitions. Similarly ¢;; = 0 if no
transitions lead from M; to M; and g;; is determined so as to satisfy > 2 = 0
(cf. Eq. 2.43 on page 50).
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(1,0,0,0,0)
| -
(0,1,1,0,0)
4 ta / \t3 ts
(0,0,1,1,0) (0,1,0,0,1)
ts \ b2 / ta
(0,0,0,1,1)

Figure 8.2 Reachability graph of the SPN’s underlying Place-Transition net
(1,0,0,0,0)

iAl

(0,1,1,0,0)

)\4 >\2 / \A3 )\5

(0,0,1,1,0) (0,1,0,0,1)

A
SNVAE

(0,0,0,1,1)

Figure 8.3 Markov chain of the SPN

The square matrix ) = (g;;) of order s = |R(PN)| is the matrix () in Sec. 2.3.
As before, the steady state distribution 7 of the MC is obtained by solving the
linear equations

@ = 0; Zﬂ'j =1
=1

From the vector m = (71,72, . .. ,ms) we can then compute the following perfor-
mance measures:

Probability of being in a subset of markings: Let B C R(PN) constitute
the markings of interest in a particular Stochastic Petri net. Then the probability
of being in a state of the corresponding subset of the MC is given by:

PBl= Y m.

M;eB
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Mean number of tokens: Let B(p;,n) be the subset of R(PN) for which the
number of tokens in a place p; is n, i.e. B(p;,n) = {M € R(PN)|M(p;) = n}.
Then the average number of tokens in place p; is given by:

o0

m; = »_(nP[B(p;n)).

n=1

Probability of firing transition¢;: Let EN; be the subset of R(PN) in which
a given transition ¢; is enabled, i.e. EN; = {M € R(PN)|M][t; >}. Then, the
probability r; that an observer, who looks randomly into the net, sees transition
t; firing next is given by:

o (N
CRlpY Z((—qz'v;))

MiEENj

where (—gj;) is the sum of transition rates out of M;.

Throughput at a transition ¢;: The throughput at a timed transition is given
by it’s mean number of firings at steady state:

di= Y, m\

MiEENj

Example 8.1 Consider the Stochastic Petri net shown in Fig.8.1. That SPN dis-
plays sequential operation (ts,t1), parallel operation (t2,t3), forking (t1), join-
ing (t5), and conflict (t4,t5). Assume mean firing rates \y = 2, Ao = 1, A3 = 1,
Ay = 3, and N5 = 2. Starting with an initial marking of one token in place p;
and no tokens in the remaining places, the reachability set has five markings or
equivalently, there are five states in the Markov chain.

Solving the Markov chain we obtain the following steady-state marking proba-
bilities:

P[M;] = P[(1,0,0,0,0)] = %
P[Ms] = P[(0,1,1,0,0)] = 4%
P[Ms] = P[(0,0,1,1,0)] = %
P = P0L001] = &
P = P0.0011] =

Using the marking probabilities and the number of tokens in each place in a
particular marking we can deduce the steady state probabilities of their being u;
tokens at place p;. This is known as the token probability density function.
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Py =01=3 Plu=1=5

Plug=01=3 Plpa=1=%

Plus =01=3 Plus=1] =13

Plus=0]=3 Pluy=1]=5%

Plus =0l =3 Plus=1=7%5
If we were to assume a different initial marking then we would obtain a different
Markov chain. The more tokens we have in the system the larger the Markov
chain. If we start with two tokens in place p1 we would find 14 states in the
reachability set. Similarly, if we started with 3 tokens in place p1, we would find
30 states in the reachability set. This state space explosion is a familiar problem
in practice.

The most important aspect of SPNs is that the reachability graph of the underly-
ing Place-Transition net and the Markov chain are isomorphic. In other words,
the number of states/markings and the connection structure of both graphs are the
same. The Markov chain describes the “reachability graph” of the SPN. There-
fore all properties of the underlying Place-Transition net also hold for the SPN
and vice versa. For that reason qualitative (functional) analysis of an SPN can be
done by applying the algorithms and techniques for Place-Transition nets.
Although SPNs embrace these important features, they also exhibit significant
problems, which led to their modification to Generalized Stochastic Petri nets
(GSPNs). Before we introduce GSPNs we first point out the difficulties of SPNs.
Consider the SPN in Fig. 8.4 with firing rates A = (1.0,1.0,1.0,p,1,1). The
corresponding Markov chain is shown in Fig. 8.5.

ts3 131 le

o AN AN

P2 _/p1 \_k/pg\_/g)

to 17 ts

Figure 8.4 Simple SPN

We now want to analyse this continuous-time Markov chain for different values
of u. The infinitesimal generator () of the MC is given by
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M, = (1,0,0,0)
1.0
H /.O 1.0\
M; = (0,0,1,0) My = (0,1,0,0)
7 17
M, = (0,0,0,1)

Figure 8.5 Markov chain

and we have to solve the equation

Q=0 8.1)

yielding the steady-state distribution 7 = (P[M;],P[Ms],P[M3],P[Mj]).
A simple iterative method (power method) to solve Eq. (8.1) is:

7 (aQ + I) = 7+ (8.2)

where 7 is the approximate steady state distribution in the k-th step of the iter-
ation and a is a factor such that the sum of absolute values of all rows is less or
equal to 1.

For our example we choose a := o7 (maxz{2,2u}) ™. In general a good choice

IS1

a:= m(ma@i(fm'{\%\})fl

Table 8.1 shows the number of iterations needed for several values of p and
the corresponding result for 7 starting with the vector (0.25,0.25,0.25,0.25).
The iteration stops once |71 — 7"|| < € where ||z| := Y1 |z;| for z =
(z1,...,x,) without taking the convergence speed into account for simplicity.

iteration__exact

The relative error is given here by max?_; (100% x | —exact .

! For more information on the numerical analysis of Markov chains see [169].
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U #iterations ‘ riteration ‘ rel. error
1.0 1 (0.25000,0.25000,0.25000,0.25000) | 0.00000
2.0 47 (0.33333,0.33333,0.16667,0.16667) | 0.00064
10.0 122 (0.45455,0.45454,0.04546,0.04546) | 0.00156
50.0 470 (0.49022,0.49017,0.00980,0.00980) | 0.00545
100.0 861 (0.49510,0.49500,0.00495,0.00495) | 0.01043
200.0 1574 (0.49761,0.49741,0.00249,0.00249) | 0.02045
500.0 3464 (0.49925,0.49875,0.00100,0.00100) | 0.05049
1000.0 6226 (0.50000,0.49900,0.00050,0.00050) | 0.10060
10000.0 39155 (0.50495,0.49495,0.00005,0.00005) | 1.00143
100000.0 161009 (0.55004,0.44995,0.00001,0.00001) | 10.01045
200000.0 183245 (0.60010,0.39990,0.00000,0.00000) | 20.02048
300000.0 153105 (0.65015,0.34985,0.00000,0.00000) | 30.03040
400000.0 88950 (0.70020,0.29980,0.00000,0.00000) | 40.04046
500000.0 59 (0.74997,0.25003,0.00000,0.00000) | 160.13592
1000000.0 | 59 (0.74998,0.25001,0.00000,0.00000) | 270.28565
10000000.0 | 59 (0.75000,0.25000,0.00000,0.00000) | 2252.93736

Table 8.1 Iterative solution for different yi; ¢ = 1076

Table 8.1 shows that for increasing p the number of iterations also increases im-
plying increased CPU-time to obtain the steady-state distribution 7. Furthermore
the iteration becomes unstable for large values of u, yielding incorrect results
for 7. Note that the solution for 7 is (25+2 , 2;12 , 2u1+2 , 2#12) and thus 7 tends to
(1,3.,0,0), if 4 tends to infinity.

If 4 = oo markings M3 and My will be left immediately by the Markov process
in Fig. 8.5. So the only significant markings for the steady-state distribution are
M7 and M>. With this in mind we can reduce the Markov chain to that in Fig. 8.6
before determining the steady-state distribution. Solving this reduced Markov
chain iteratively will not lead to complications. Note that the size of the MC is
now smaller than the original one.

The last example illustrates that if the firing rates of transitions differ in orders of
magnitude, problems in the quantitative analysis of SPNs might occur. For this
reason SPNs were extended to the so-called Generalized Stochastic Petri nets
(GSPNgs).

M; = (1,0,0,0)

1.0
YAN

M2 = (Oa17070)
Figure 8.6 Reduced Markov chain

Exercise 8.1
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1. Determine the infinitesimal generator Q) of the MC described by the SPN of
example 8.1 and check the given steady state distribution.

2. Calculate the following quantities:

(a) m;Vj € {1,...,5}, i.e. the average number of tokens on all places at
steady state.

(b) r; V5 € {1,...,5}, i.e. the probability of firings of all transitions.

Exercise 8.2 Derive Eq.(8.2) from Eq.(8.1).
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9 Generalized Stochastic Petri Nets

Generalized Stochastic Petri nets (GSPNs)(M. Ajmone-Marson, G. Balbo, G.
Conte [6, 11, 7]) have two different classes of transitions: immediate transitions
and timed transitions. Once enabled, immediate transitions fire in zero time.
Timed transitions fire after a random, exponentially distributed enabling time as
in the case of SPNs.

In Fig. 9.1 the Producer-Consumer system is modelled by a GSPN. Timed transi-
tions are drawn by open bars and immediate transitions are drawn by solid bars.
Since we assume that producing and consuming an item takes much longer than
inserting and removing an item to or from the buffer, we decided to model the
activities of production and consumption by timed transitions ({¢3,t¢}) and the
other activities by immediate transitions.

As always, several transitions may be simultaneously enabled at a marking M. If
the set of enabled transitions, denoted by E N7 (M ), comprises only timed tran-
sitions, then the enabled timed transition t; € ENp(M) fires with probability

i

Zj:tjEENT(M) )‘j

Producer Consumer
%1 ta ?X
l3 WIV/ g@ tg
to ts
Legend:

[ timed transition

mmm  jmmediate transition

Figure 9.1 Producer-Consumer system with limited buffer capacity
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exactly as before for SPNs.

If both timed and immediate transitions are enabled in the sense of Def. 5.4 (see
page 84), then by definition, only the immediate transitions are enabled in the
GSPN. Thus, in GSPNs, firing of immediate transitions has priority over the
firing of timed transitions. So

ENp(M):={t € T|M[t > andif 3t' € T : M[t' > thent € Tp}

where T5 denotes the set of immediate transitions. The definition of E Nz (M)
reflects that if ¢ is a timed transition then no immediate transition is enabled in
the sense of Def. 5.4.

When ENp (M) has only one immediate transition than that transition fires with
probability 1.0. If EN7 (M) comprises several immediate transitions, we have
to specify the probability with which each immediate transition ¢ € ENp(M)
fires at M.

This probability distribution is called a random switch or a switching distribu-
tion. For specification of a probability distribution for concurrently enabled im-
mediate transitions, we actually need to know which transitions contribute to the
switching distribution. To get this information usually requires a pre-analysis of
the GSPN. This may be complex. Therefore it is often more suitable to define
firing weights from which the switching distribution can be determined.' So, if
we attach firing weights w; and w; to two transitions ¢; and ¢; and only these
transitions are both enabled at some marking M, the probability of firing ¢; is
given by —%

w;tw;

The formal definition of a GSPN is as follows:

Definition 9.1 A GSPN (cf. [6, 11, 76, 7]) is a 4-tuple
GSPN = (PN, 11,T5,WW) where

e PN = (P,T,I~,I* ,My) is the underlying Place-Transition net
o T C T is the set of timed transitions, Ty # (),

e I5 C T denotes the set of immediate transitions,
TiNTy=0T=T,UT

o W = (wy,...,wy)) is an array whose entry’ w; € RY

— is a (possibly marking dependent) rate of a negative exponential dis-
tribution specifying the firing delay, when transition t; is a timed tran-
sition, i.e.t; € Ty or

! In practice the specification of these firing weights often requires a form of pre-analysis, e.g.
by calculating so-called extended conflict sets [76]. Also confusion situations have to be con-
sidered. Confusion occurs if a conflict situation is resolved or produced by a third transition.
E.g., after firing ¢1¢> in the Petri net of Fig. 8.1 we reach a marking in which ¢4 is enabled and
is not in conflict with t5, since ps is empty. But firing ¢3 leads to this conflict situation. When
defining firing weights we have to take this influence of “third party” transitions into account.

2 R* denotes the set of positive real numbers.
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— is a (possibly marking dependent) firing weight, when transition t; is
an immediate transition, i.e.t; € Ts.

Note that if 75 = ( then the definition of a GSPN coincides with the definition
of an SPN, i.e. SPNs C GSPNs.

Example 9.1 The definition of the GSPN which models the Producer-Consumer
system is as follows: GSPN = (PN, T1,T5,W) where

o PN is the underlying Place-Transition net. We omit the definition of that
Petri net, since one can obviously derive it from Fig. 9.1.

o Th = {t3,te}, 1o = {t1,t2,ta;ts}

o W = (w17w25w35w4aw57w6),wi S R+.

How do we analyse a GSPN? Note that a GSPN does not directly describe a
continuous-time Markov process, since immediate transitions fire in zero time.
So the sojourn time in markings which enable immediate transitions is no longer
exponentially distributed. Such markings we will call vanishing, because if a
random observer looks at the stochastic process of a GSPN, he will never observe
such states, although the stochastic process sometimes visits them.

On the other hand, markings which enable timed transitions only will be ob-
served, since the stochastic process sojourns in such markings for an exponen-
tially distributed length of time. So these markings are not left immediately.
Therefore we will call them tangible. In the following we will refer to a marking
also as a state.

9.1 Quantitative Analysis of GSPNs

Throughout this section we will assume that the GSPN has a finite reachability
set. In order to analyse a GSPN we analyse the embedded Markov chain of the
corresponding stochastic process (cf. Sec. 2.2.3). Note that from the definition
of GSPNs we know that the probability of changing from one marking to an-
other is independent of the time spent in a marking. Thus a GSPN describes a
semi-Markov process. Imagine that the firing of transitions take place at points
do,dq, . .. ,dn,...intime. If a timed transition fires at, say, dj, then d, 1 —dj > 0,
since timed transitions constitute tangible states in which the process sojourns for
a certain time interval. If an immediate transition is responsible for a state change
at time dy, in the corresponding stochastic process, then we have dy = dj11.

So we can think of our stochastic process as a discrete-time Markov chain where
some points coincide in time. To specify this embedded, discrete-time Markov
chain, we have to determine the transition probability from marking or state M},
to M,.. These probabilities are given by



142 9 Generalized Stochastic Petri Nets

P[M;, — M,] = EiitiE{tEﬂMk[t>Mr}ﬂENT(Mk) %

9.1
Zj:tjEENT(Mk) Wi

If {t € T|My[t > M,} = () we have P[M}, — M,| = 0. Normally {t € T|My[t > M,}
contains at most one element, since otherwise “redundant” transitions ¢,t' € T
causing the same state change would be present, i.e. I~ (p,t) = I~ (p,t') and
It(pit)=1I"(pit')Vpe P.

Note that these probabilities are independent of the time spent in marking My,

which is why we are allowed to consider an embedded Markov chain. From the
embedded Markov chain, we can write the transition probability matrix as an
augmented matrix with respect to the sets of vanishing and tangible states:

C D
P ( o ) 92)
where
C = (Cij)’ Cij = P[Ml — Mj;MZ’ S V,Mj S V},
D = (dij), dij = P[M; — Mj; M; € V,M; € T,
E = (ej), e;j = P[M; — Mj;M; € T,M; €V,
F = (fz‘j), fij = P[MZ — Mj;Mi S T,Mj c T]

and T denotes the set of tangible states and V the set of vanishing states, TN
V = (. C describes the transition probabilities between vanishing states and £
specifies the probabilities between tangible states.

The steady state distribution 7 of the embedded Markov chain, provided it exists,
is given as usual by

#P = Fand > Fi=1 (9.3)
M;eTuvV

From this steady state distribution we can calculate the steady state distribution 7
of the original stochastic process by weighting the probability 7; with the portion
of time the process spends in marking M.

Obviously 7; is 0 if M is a vanishing marking. For tangible markings 7; can be
calculated as follows:

Vgj 1= % determines the mean number of visits (cf. Eq. (2.20) on page 32) to

§tate M betvyeen two consecut?ve visits 'Fo state M. Since (Zk;z.fkeENT( Ms) wy,) 7
is the mean time the process will spend in state M, the mean time between two
consecutive visits to M; (mean cycle time) is given by:

LY a0 Y w!

™ N
b MoeT kit € ENp(Ms)

On the other hand, the stochastic process will spend
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Figure 9.2 A GSPN and its reachability graph

(> w)!

k!tkEENT(Mj)

time units on the average in state M.

As stated before, the steady state probability 7; is given by the fraction of time
the process spends in marking M (see also Eq. (2.35) on page 45). This portion
is characterised by the mean time spend in marking )/; divided by the mean cy-
cle time. Thus the steady state distribution 7 of the stochastic process described
by a GSPN is given by

ﬁ'j X ( Z wk)_l

k:it, €EENp (M) ifM, €T
J

=l 2 Fex (> w)T 9.4)

MseT k:tx€ ENp(Ms)

0 it M; eV

Example 9.2 Consider the GSPN displayed in Fig. 9.2 and define w; = wy = 1
and ws = wy = ws = 3. The only vanishing marking is the initial marking M.
Matrix P is given by

C D
(5 2)-
and solving the global balance equations 7P = ;> ;7 = 1 yields 7 =
(%,g,%). Thus the mean cycle time for tangible marking My is 1 x % —|—§ X 3% =

% and for marking Mo this is % X % +1x % = % So the steady state distribution
is given by
1

7'(‘0:0, ™ = = - Mo = = —

ol |l
=~
wino|ol=
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The main task in the calculation of the steady state distribution described above,
is to solve (9.3). The complexity of this calculation is determined by the number
of reachable markings, including the vanishing markings. From the description
of immediate transitions we know that the steady state probability of being in a
vanishing state is defined to be zero.

We can eliminate vanishing markings from the embedded Markov chain before
calculating the steady state distribution in a way similar to that in the example
of the SPN in Ch. 8, where the reachability set was reduced to two markings for
p — oo. This will lead to a reduction of the number of global balance equations
and a more efficient analysis.

To obtain a reduction of the state space we have to determine the transition prob-
abilities between tangible states. On leaving a tangible state M;, the process
might visit one or more vanishing states, M, € V before finally reaching a tan-
gible marking, say M;. Thus the reduced embedded Markov chain is specified
by transition matrix P’

Pl=pil, vl == fis+ Y eqnP[M, —"* Mj], 9.5)
M,eV

where P[M, —* M;] := P[the stochastic process starts in state M,
and reaches the tangible state M,
and all states reached in between
are vanishing states], M, € V,Mj eT.

P[M, —* Mj] can be obtained as follows. Define

P[M, NV i] := P[the stochastic process starts in state M,
and reaches the tangible state M after
exactly h steps, and all states reached in between
are vanishing states], M, € V,M; € T'.
This yields
- h
P[M, —* Mj] = > P[M, = Mj].
h=1
From our discussions on Markov chains we know that, given the matrix P char-
acterising the single step probabilities between all states, the h-step probabilities
are given by P". From (9.2) we know that the single step probabilities out of van-
ishing states are described by matrices C' and D. Thus the h-step probabilities
P[M, SN M;] are given by C"~1 x D.
Note that D specifies the single step probabilities between vanishing and tangible
states, and that A/ is a tangible state. So the probability P[M, NV ] is simply

given by the corresponding element of matrix C"~1 x D, namely (C"~! x D),;.
Referring to Eq. (9.5) we can now write matrix P’ as follows

o0 oo
P'=F+ExY C"xD provided Y  C" exists. (9.6)
h=0 h=0
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The steady state distribution 7 of the reduced embedded Markov chain is given
by
F=FxP Y #o=1, 9.7)
M.eT

if a unique solution for 7 exists. The steady state distribution 7 of the Markovian
process is given by Eq. (9.4) for tangible markings.

A prerequisite for the existence of P’ is the existence of 37, C"*. How can we
characterise the existence of this limit?

Define u; := 1 — Z‘j‘ﬁl ¢ij. w; > 0 if the sum in row 4 of matrix C' is less
then 1 and w; = 0 if it is 1. With that we can separate the set of vanishing states
into two subsets Jy := {M;|u; = 0} and J; := {M;|u; > 0}. If the stochastic
process is in a state M; € Jy, it can only transit to another vanishing state, being
in a state M; € Jp there is a positive probability to reach a tangible state. The
existence of the limit in Eq. (9.6) can be analysed by inspecting the structure of
the reachability set with respect to vanishing states. If the process can always
reach tangible states, then this limit exists.

The reader should refer to Sec. 2.1.2 on absorbing Markov chains and transient
behaviour where the matrix Q of transition probabilities between transient states
correspond to matrix C' of the transition probabilities between vanishing states
in this section. First we define:

Definition 9.2 (A Trap.) (cf. [//0]) C has no trap <=
VM; € Jo : AM; € Ji reachable from M;; otherwise C has a trap.

Theorem 9.1 (cf. [110]) C has no trap iff (I — C’)_1 =392, C" exists.

Because C consists of the transition probabilities between vanishing states, we
speak of a timeless trap. If there is no timeless trap, we can determine matrix P’.
Note that a timeless trap can only exist if the GSPN is not live, since all timed
transitions are not live.

Another condition for the existence of a steady state distribution is the existence
of a unique solution of Eq. (9.7), i.e. in case of a finite reachability set, the GSPN
has to contain home states (cf. Sec. 5.3).

Example 9.3 Consider the GSPN of Fig. 9.3 with w; = i. The reachability set
comprises the following markings:

My = (1,1,1,0,1),M; = (0,0,2,1,0),M> = (0,1,2,0,0),

Ms = (1,0,1,1,1),M, = (2,1,0,0,2),M5 = (2,0,0,1,2),

Mg = (07012>071)7M7 = (170717072)7M8 = (270707073)

and the corresponding reachability graph is shown in Fig. 9.4.

The markings Moy, M1, Ms,Ms, My, M5 are vanishing and the markings Mg, M7, Mg
are tangible. The matrix P of the embedded Markov chain is
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Figure 9.4 Reachability graph of the GSPN
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Since matrix
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100 200
01 0 00 O
N 0O 1 1 0 0 O
(r-0)" = 0 001 0 O
00001 2
0 00 0 0 1
we get
4 5
s 9 0
_ -1 _ 4 8 5
PP=F+Ex(I-C)"xD=| 5 5 3}
12
0 3 3
Solving
8
P = % and Y 7;i=1
=6
yields g = % T = 4112 Ty = 5. Thus the mean number of visits is

4 4 15, _ 3, _2_ 5 _
ves = 1,067 = {5,068 = 35,076 = 1 ,U77 = 1,78 = 5,086 = 7 ,Us7 = 3,U88 =

1.

The sojourn time ts(M;) for tangible marking M; is given by

ts(Mg) = ts(M7) = (445)7" = gots(Mg) = §

Let X = ftg x t;(Mg) + 77 x ts(My7) + 7 x to(Ms) = 9L,

then we get the following mean cycle times t.(M;) for tangible marking M, :

te(Me) = =X = 39 te(M7) = £X = 33 1. (Mg) = X = 558

T44-'c 540>"¢ 900>
which gives the steady state distribution for tangible states:
_ ts(Ms) _ 16 — 60 — 225
T6 = 1. (Ms) — 30I° 7 = 301> T8 = 301"

The steady state distribution 7 of the GSPN can be employed for the calculation
of performance figures as shown in Ch. 8. Only the throughput at an immediate
transitions has to be calculated differently, since immediate transitions are only
enabled in vanishing states.

Let » = (r;) be a vector, which determines for a vanishing state M; the rate at
which the state is entered and left immediately at steady state. Since we know the
steady state distribution 7 of tangible states, we can calculate r as follows. Let
FE be the matrix specifying the rates for a specific state change leaving a tangible
state M; and entering a vanishing state M, i.e.

E = (éij), éij = Z Wk ;Mi S T,Mj c V
k‘:tkE{tET‘Mi[t>Mj}ﬂENT(Mi)

Then R
r=nxEx({I-0C)"!

The throughput at an immediate transition ¢; € 75 is then given by
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G- X ne

T
N . N w
Mye BN, D kit e ENp(M;) W

where EN; = {M € R(PN)|M[t; >}.

Example 9.4 For the GSPN of Fig. 9.3 (cf. Ex. 9.3) we have
) 0 04000
E= 4 0 0 0 0 O
0000 40

X 1
r=mx Ex (I-0)7" = 55-(240.64,64,160,900,600)

and thus

The throughputs at transition t1 and to are now

— 240 1 900 1 380

d = —_— —_ —_— —_— o —_——
! 301 “3 7301 37 301

- _ 240X2+64X1+900X2_824
2 7 301 73" 301 301 © 3 301

The throughput at the timed transition ts can be calculated as for SPNs which

vields

— 380
d5:(7r6+ﬂ'7)>(5:ﬁ

and the throughput at transition ty is Ay = 4, since it is enabled in all tangible
markings.

9.2 Qualitative Analysis of GSPNs

In the previous section we saw that qualitative properties, like the existence of
home states, are essential preconditions for the existence of a steady state distri-
bution of the stochastic process represented by the GSPN.

For the qualitative analysis of a GSPN we want to exploit the underlying Place-
Transition net of the GSPN and use the algorithms presented in Sec. 5.4.

Our interest is therefore in the combined qualitative and quantitative analysis il-
lustrated in Fig. 9.5. First of all, while neglecting time, certain qualitative aspects,
such as boundedness and liveness of the Place-Transition net are fully analysed.
Then, if the Place-Transition net satisfies all the required qualitative properties,
it may be worthwhile to do a quantitative analysis. For this procedure to apply,
all qualitative features of the Place-Transition net have to remain valid after the
introduction of time. Unfortunately, this is not always the case.

Incorporating time, particularly introducing a priority relation on transitions,
changes the properties of the Place-Transition net significantly [17, 19, 20]. In
this section we investigate this further.
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Figure 9.5 Principal analysis procedure for time-augmented Petri nets

In the following discussion we will denote the underlying Place-Transition net
of a GSPN by PN. Since firing of immediate transitions has priority on firing of
timed transitions the enabling rule in GSPNs is simply given by

Definition 9.3 A transition t € T of a GSPN is enabled at M, denoted by
M|t >gspn, iff M(p) > I~ (p,t),¥p € P and
(3t eTy: Mp)>1 (pt')Vpe P=tecT).

In other words, a transition is enabled iff the usual enabling rule for Place-Tran-
sition nets holds and if there exists another enabled immediate transition ¢', then
t must also be an immediate transition, since otherwise the firing of ¢’ would
have priority over the firing of ¢. Or to put it differently, ¢ € T of a GSPN is
enabled at M iff t € ENp(M), with ENp (M) defined on page 140.

With respect to the enabling rule in GSPNs, all definitions concerning the dy-
namic behaviour of GSPNs are similar to those concerning Place-Transition
nets (cf. Def. 5.4 and 5.5). We will use subscripts PN and GSPN to distin-
guish between the same notions for the underlying Place-Transition net, e.g.
M[t >pPN ,M[t >GSPN ,M[O’ >pn , M _)ESPN M’ or R(GSPN,M())
etc.

We first of all investigate timeless traps in the context of the state space of a
GSPN. A timeless trap means that the GSPN can reach a marking whence only
immediate transitions can fire in the future.

Definition 9.4 A GSPN has a timeless trap, iff 3M € R(GSPN,My) :
Vk € N: 3o € T*,|o| > k such that M [0 >gspn and
Vo eT*: M[(} >GSPN—> 0 € TZ*'
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Figure 9.6 A GSPN with a timeless trap

Op

where |o| denotes the length of o. Since T is a finite set, the existence of a time-
less trap implies that some immediate transitions fire infinitely often. Fig. 9.6
depicts an example of a timeless trap which is caused by the firings of the imme-
diate transitions t7 and tg. Note that this definition of a timeless trap corresponds
directly with that for a trap of the matrix C' in Def. 9.2. Timeless traps are avoided
by the following condition.

Definition 9.5 Condition NoTT. > o
Condition NoTT :<=—= VT C Ty : T # () = oT # Te.

Condition NoTT prevents the existence of a strongly connected subnet generated
by immediate transitions.

Let GSPN be a Generalized Stochastic Petri net with a finite reachability set.
Then condition NoTT implies that the GSPN has no timeless trap.

Theorem 9.2 Let GSPN have a finite reachability set.
Condition NoTT =—> GSPN has no timeless trap.

Proof.: Assume there is a timeless trap and let T be the set of immediate tran-
sitions which fire infinitely often. Let P be the set of places which are either

an input place for 7" or an output place, but not both, i.e. P = (oT \ To) U

(T o\e T) If T # () we have P # () since otherwise, o1 = T'e contradicting
condition NoTT. There are two cases to consider

1. ElpEoT\To. 3
Since p ¢ T'e not all transitions of T can fire infinitely often, contradicting
our assumption.

3 NoTT stands for No Timeless Trap.
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Figure 9.7 GSPN not satisfying condition NoTT

2.3pcTe\eT.
Since p ¢ oT and all t € T fire infinitely often, the GSPN has an infinite
reachability set, since the number of tokens on p is not bounded, which is
again a contradiction. a

Condition NoTT is not necessary to avoid timeless traps, as illustrated by the
GSPN in Fig. 9.7. From the proof of Theorem 9.2 it follows that the next theorem
holds.

Theorem 9.3 Condition NoTT = 3hy € N: C" =0, Vh > hy.

where C'is the matrix given on page 142. Remember that C"* describes the h-step
transition probabilities between vanishing states. From the proof of Th. 9.2 we
know that the number of firings of immediate transitions is always bounded. The
theorem essentially tells us that when condition NoTT applies, the number of
steps between vanishing states do not exceed limit hg. This implies that there are
no loops between vanishing states in the state space of the GSPN. This property
is particularly important when eliminating vanishing states while generating the
state space. It is only necessary to multiply the probabilities along every path,
starting at a particular tangible state M; and leading to a particular tangible state
M;, and sum all these path probabilities to determine the single step probability
between these two tangible states.

Condition NoTT can be verified very easily with the algorithm in Fig. 9.8.
Incorporating time also changes other properties of a Place-Transition net. E.g.
an unbounded Place-Transition net may yield a bounded GSPN (see Fig. 9.9).
Fortunately the reverse does not present a similar problem.

Theorem 9.4 PN bounded —> GSPN bounded.

Proof. Obvious, since R(GSPN,My) C R(PN,Mp). O

Other properties unveil greater problems. E.g., there is no relationship between
the liveness of a GSPN and its underlying Place-Transition net PN. Fig. 9.10
shows a non-live GSPN, whose PN is live. The immediate transition ¢* is only
enabled at the initial marking which is the only marking where places p; and ps
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TH = T2
while o7y = Trye do
begin
P = (oTy \Tye)U (T e\ eTy)
Vt € Ty do
if (ot N Py) U (ten Py) # 0
then Ty := Ty \ {t}
end
ifTy =0
then Condition NoTT is satisfied
else Condition NoTT is not satisfied

Figure 9.8 Algorithm for checking condition NoTT

A URRAN

Figure 9.9 GSPN bounded, PN not bounded

Z ; TE
\g/:\g/

Figure 9.10 PN live, GSPN not live
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Figure 9.11 Structure of reachability graphs: PN (left); GSPN (right)

are marked simultaneously. The reachability graphs of PN and GSPN are shown
in Fig. 9.11.

Fig. 9.12, on the other hand, depicts a live GSPN with a non-live underlying Petri
net. After firing £2 and t3 the Place-Transition net is dead, but the firing sequence
tot3 can not occur in the GSPN, since the firing of ¢; has priority on the firing of
t2. The only conclusion we can establish for a GSPN whose underlying Place-
Transition net is live is the following:

Lemma 9.1 Let GSPN be a Generalized Stochastic Petri net whose underly-
ing Place-Transition net is live. Then YM € R(GSPN,My) : 3t € T :
Mt >gspn.

Proof. Since the enabling rule of GSPNSs is a restriction of the enabling rule of
Place-Transition nets, we know R(GSPN,My) C R(PN,My). Liveness of the
underlying Place-Transition net implies that VAl € R(GSPN,My) : 3t € T :
Mt >.If t € T; then also M|t >gspn holds and our proof is complete. If
t € Ty then ~M[t >gspn will only hold if there is an immediate transition
which prevents the enabling of ¢, i.e. I’ € Ty : M[t' >gspn so that t' is
enabled at M according to the enabling rules of GSPNs. a

So in such GSPNs there is always some enabled transition, although there might
be no live transition (see Fig. 9.13). Lemma 9.1 only implies that total deadlocks
cannot occur.

Furthermore, although the PN contains home states, this may not be true for the
GSPN as shown in Fig. 9.14. The reachability graph of the GSPN, see Fig. 9.15,
now contains two terminal strongly connected components (cf. Def. 5.7 and
Th. 5.4 on page 94).

All these examples illustrate that the analysis procedure in Fig. 9.5 has to be
modified or possibly completely changed to usefully combine qualitative and
quantitative analysis. What possibilities do we have to cope with this basic prob-
lem? One way is to modify existing Petri net algorithms to render them suitable
for the analysis of time-augmented nets. This may not be so useful, as Petri net
theory and existing software tools could then no longer be used directly. Further-
more, all future research results in the Petri net area would have to be adapted to
time-augmented Petri nets.
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Figure 9.12 GSPN live, PN not live

5
e

N

Another way is to determine suitable restrictions for an integration of time, such
that the results of a qualitative analysis remain valid for a quantitative analysis
as well. The latter idea leads to the analysis procedure illustrated in Fig. 9.16.
The great benefit of this is that the standard theory of Petri nets remains unaf-
fected. Finding such restrictions for general net structures is difficult. We restrict
ourselves to EFC-nets. Another reason for this restriction is that this class of
Petri nets has been studied exhaustively, and many qualitative properties can be
characterised by conditions which can be tested efficiently (cf. Sec. 5.4.3).

%:704

Figure 9.13 GSPN with no live transitions
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Figure 9.14 GSPN with no home states
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9.2.1 Qualitative Analysis of EFC-GSPNs

Reachability graphs: PN (left); GSPN (right)
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Definition 9.6 A GSPN is an EFC-GSPN iff its underlying Place-Transition net

is an EFC-net.

Since EFC-nets have the structures shown in Fig. 5.22 on page 105, it seems
obvious to insist that conflicts may only occur between transitions of the same
kind. When this condition, which we shall call EQUAL-Conflict, holds for an
EFC-GSPN, all positive properties of the underlying PN remain valid.
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Figure 9.16 Modified analysis procedure for time-augmented Petri nets

Definition 9.7 A GSPN = (PN,T1,T»,W) satisfies condition EQUAL-Conflict,
ff Vit €T ot Net’ £ 0= {t,i'} CTyor{tt'} CTh.

We will show that this condition ensures the absence of timeless traps and that
liveness and the existence of home states extend to the GSPN.

Theorem 9.5 ([17, 19, 20]) If we are given an EFC-GSPN whose underlying
Place-Transition net is live and bounded, the following holds:

1. Condition EQUAL-Conflict => GSPN has no timeless trap.
2. Condition EQUAL-Conflict <= GSPN live.

3. Condition EQUAL-Conflict => GSPN has home states.

Proof. Since the proof of part 3 is lengthy we will only prove the first two parts.
Proof of part 1: Assume the GSPN has a timeless trap, i.e.

dM € R(GSPN,My) :

Vk € N: 3o € T*,|o| > k such that M [0 >ggpn and

Vo eT*: M[(} >GSPN=—> 0 € TQ*.

Since PN is bounded Th. 9.4 ensures boundedness of the GSPN. Thus R(G.SP N, M)
is finite and there exists a terminal strongly connected component (cf. Def. 5.7)
Cu € R(GSPN,M). Define T := {t € T|3IM' € Cy : M'[t >cspn} and

P .= dT.
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Figure 9.17 Tllustration of part 1 of the proof

T can be referred to as the set of live transitions with regard to C'j;. Because of
our assumption T C T5 holds. Since the Place-Transition net is live and bounded,
it is strongly connected according to Th. 5.1. So one of the following two cases
holds (see Fig. 9.17):

a:3Jp, € P:p,eD {tit;} and t; € T,tj € T\T
The assumption of a timeless trap yields ¢t; € T. If M'[t; >gspn for some
marking M’ € C)y, the EFC-net structure and condition EQUAL-Conflict
imply M'[t; >cspx contradicting ¢; ¢ T.

b:3t, €T :t,eD {pr,p1} and py € PpeP \ P.
Since t, € T, t, fires infinitely often with regard to C'j; and our assump-
tion of a timeless trap. Because p; ¢ P = oT, place p; is not bounded,
contradicting the boundedness of the GSPN.

Thus our assumption is not valid, which completes the proof of part 1.

Proof of part 2:

if: Assume the GSPN is not live.

Then3t € T : IM € R(GSPN,My) : VM’ € R(GSPN,M) : ~M'[t >Gspn.

Since the net is an EFC-GSPN there exists a place p € et which is empty
in all markings of R(GSPN,M). Note that from part 1 we know that the
GSPN has no timeless trap. This further implies that all input transitions of
that place are not live with regard to R(GSPN,M), i.e.

Vt € op: = M'[t >gspn VM’ € R(GSPN,M). (9.8)

Define Tyeqq = {t € T|-M'[t >gspn VM' € R(GSPN,M)} and
Peppty = {p € PIM'(p) =0YM' € R(GSPN,M)}.

Because of the EFC-net structure we have FPey,pty® = Tijeqq and further-
more Py C© Tijeqq from (9.8). Thus we have @ Pty © Pepypiy® and

Peppty 1s an empty deadlock, which contradicts the dt-property, since the
Place-Transition net is a live EFC-net (cf. theorem 5.16 on page 100).
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only if: Assume that condition EQUAL-Conflict does not hold,
ie. 3t €T :otNet’ £ Qand {t,t'} £ Ty and {t,t'} £ To.
Since the GSPN is an EFC-GSPN, obviously ¢ and ¢’ can not be both live,
contradicting the liveness of the GSPN. a

Note that in part 3 of Th. 9.5, because of the EFC-net structure, boundedness and
liveness of the Place-Transition net implies the existence of home states for the
Place-Transition net as well. [19, 20] shows that Th. 9.5 also holds for EC-nets
(cf. page 125) and extends the results to general net structures and multiple levels
of priorities for immediate transitions.

9.3 Further Remarks on GSPNs

The difficulties with the qualitative analysis of GSPNs apply to nearly any kind of
time-augmented Petri net. This is an intrinsic problem which cannot be avoided.
Since immediate transitions have priority over timed transitions, GSPNs are
equivalent to Turing machines and thus several properties, such as liveness, are
undecidable for general GSPNs (cf. [132]).

There are yet further disadvantages concerning the modelling of systems using
GSPNs.

GSPNs, like Place-Transition nets, do not distinguish between individual to-
kens so that the graphical representation very soon becomes complex. Defining
a coloured version of GSPNs (Coloured GSPNs, CGSPNs) can be done eas-
ily by folding places and transitions of the same kind. The firing rates or firing
weights are then associated with the specific colour of a transition. Analysis of
such a CGSPN can, e.g., be done by unfolding the net and analysing the GSPN
as usual.

Definition 9.8 A Coloured GSPN (CGSPN) is a 4-tuple
CGSPN = (CPN,T},T5,W) where

e CPN = (PT,C,I~,I" ,My) is the underlying Coloured Petri net.
o T C T is the set of timed transitions, T\ # (),

o Ty C T is the set of immediate transitions, Ty 0Ty = (),
T =T, UTy,

o W = (wy,... ,wm) is an array whose entry w; is a function of
[C(t;) — RT] such that Ve € C(t;) : wi(c) € RT

— is a (possibly marking dependent) rate of a negative exponential dis-
tribution specifying the firing delay with respect to colour c, if t; € T}
or
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— = H O I O I O I colour 2
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— H O = O 1 O I colour 1
P3 i3

Figure 9.18 2 class -/M/1-"preemptive-resume priority” queue modelled by a GSPN;
W = W3

— is a (possibly marking dependent) firing weight with respect to colour
¢ ift; € Ts.

A more severe disadvantage of GSPNs is the difficulties which arise if one mod-
els queues, which we discussed in Ch. 3. Modelling scheduling strategies is par-
ticularly difficult.

Fig 9.18 illustrates this point. The GSPN models a queue which serves two
colours of tokens according to the pre-empt resume priority strategy (cf. Sec. 3.8).
A newly arriving token with higher priority (colour 1) pre-empts the service of
the token being served at that moment. The pre-empted token will continue his
task, at the point of interruption, after completion of service of all tokens with
higher priority. Transition ¢ is enabled if pre-emption is to occur. Firing of %,
pre-empts tokens of colour 2. The markings of p; and p2 keep track of this event.
This is the reason why the service of a token of colour 1 is modelled by two
timed transitions, to and 3, with identical parameters. Note that this model of a
pre-emptive priority scheduling strategy with resumption is only correct if expo-
nentially distributed service times are assumed. Other service time distributions
require more complex models.

Also simple scheduling strategies, like FCFS, might not be easy to represent
using plain GSPN elements. Consider a queue where 2 colours of tokens arrive
according to exponential distributed interarrival times and whose service times
are exponentially distributed. If the scheduling strategy is FCFES, i.e. our system
is an M/M/1-FCFS queue, we have to encode the colour of the token in each
position of the queue. Assume that an upper bound for the number of tokens in
the queue is given, e.g. 3, then the GSPN in Fig. 9.19 would model the queue
accurately.

Transitions ¢1and t9 model the arrival of a token of either colour and transitions
t3 and t4 model the service of the token in front of the queue. The places p;;
and p;o represent position ¢ of the queue and the place p;g ensures that this posi-
tion is occupied by at most one token. Since entering a position is modelled by
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Figure 9.19 GSPN model of a FCFS queue

immediate transitions, a token entering position 3 of the queue will immediately
advance to position 2 and 1, if they are free.

This way of modelling a FCFS queue with GSPN elements works fine if an up-
per bound for the number of tokens is known a priori. Suppose, however, that
we want to perform several experiments with different initial markings. This will
necessitate a modification of the GSPN model of the queue for each experiment.
If there is no upper bound known beforehand it is even more difficult. Addition-
ally, if the service time of a queue is specified by, e.g. a Coxian distribution, it
becomes just about impossible to model such a queue with a GSPN.

In an attempt to resolve these difficulties, GSPNs were extended to Queueing
Petri nets (QPNs).

Exercise 9.1

1. Consider a GSPN with a finite reachability set. Convince yourself that for
such a GSPN the existence of home states is necessary and sufficient for
the existence of the steady state distribution, provided there are no timeless
traps.

2. Determine the steady state probability of the Producer-Consumer exam-
ple 9.1 for wy = 12.3,ws = 0.56,w3 = 2.0,wq = w5 = 32.1,wg = 2.0.

Exercise 9.2 Give the formal counterparts of Def. 5.4 and 5.5 for GSPNs.
Exercise 9.3
o Apply the algorithm given in Fig. 9.8 to the GSPN of Fig. 9.6.

o Prove that the GSPN given in Fig. 9.7 does not have a timeless trap.

o Design an algorithm for the construction of the reduced embedded MC
where vanishing states are eliminated on the fly.

Exercise 9.4

1. Prove that the GSPN of Fig. 9.13 has no live transitions.
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Figure 9.20 An unbounded GSPN model

2. Prove the statements in the text concerning liveness of the GSPNs in Fig. 9.10
and 9.12.

Exercise 9.5 Show that the GSPN of Fig. 9.14 has no home states and that for
the underlying Place-Transition net home states do exist.

Exercise 9.6 Prove or disprove each conjecture:
Given a GSPN satisfying condition EQUAL-Conflict. Then

1. PN live = GSPN live.
2. GSPN live =—> PN live.

3. PN has home states —> GSPN has home states.

Exercise 9.7

1. Design a GSPN model for a queue which serves 3 colours of tokens accord-
ing to a 2-stage Coxian distribution and the scheduling strategy depicted in
Fig. 9.18.

2. Design a GSPN representation of a M/C/1-LCFSPR queue with a 2-stage
Coxian distribution and 2 colours of tokens, where at most 4 tokens are
present. LCFSPR stands for Last Come First Served Preemptive Resume,
which means that a newly arriving token preempts the token in service. After
completing service of the new arrived token, the preempted token continues
at the point of interruption.

Exercise 9.8 Consider the unbounded GSPN of Fig. 9.20 with

wy = \wg = p,w3 = 1. Determine the corresponding steady state distribution
and conditions for its existence.

Hint: Have a look at Fig. 3.5 and Egs. 3.5 and 3.6 on page 62.
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10 Queueing Petri Nets

Queueing Petri Nets (QPNs; F. Bause, H. Beilner, P. Kemper [18, 22, 29]) try
to eliminate the problem of representing scheduling strategies by integrating the
concept of queues (cf. Ch. 3) into a coloured version of GSPNs (CGSPNs). This
is done by partioning the set of places into two subsets: queueing places and
ordinary places.

A queueing place (cf. Fig. 10.1) consists of two components: the queue and a
depository for tokens which have completed their service at this queue. Tokens,
when fired onto a queueing place by any of its input transitions, are inserted
into the queue according to the scheduling strategy of the queue. Tokens in a
queue are not available for the transitions. After completion of its service, the
token is placed onto the depository. Tokens on this depository are available to
all output transitions of the queueing place. An enabled timed transition will fire
after an exponentially distributed time delay and an immediate transition fires
immediately as in GSPN.

Since we are now no longer forced to describe scheduling strategies with only
GSPN elements, the description of systems is simplified. Since the arrival pro-
cess is determined by the firings of the input transitions of a queueing place, we
will omit its specification in the Kendall notation of a queue (cf. Sec. 3).

Example 10.1 Consider the FCFS queue with 2 colours of tokens as described
in Sec. 9.3 (see also Fig. 9.19). Using queueing places we have no problem to
describe a model even for an unlimited number of tokens. Fig. 10.2 shows the
corresponding QPN employing the shorthand notation for queueing places as
given in Fig. 10.1.

The definition of a QPN is as follows:

Definition 10.1 A Queueing Petri net (QPN) is a triple
QPN = (CGSPN,Py,P,) where

queue depository

Figure 10.1 A queueing place and its shorthand notation
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-/M/1-FCFS

Figure 10.2 QPN model of a FCFS queue with 2 colours of tokens

X /I X
NN _/C/1-FCFS
Jo  icnps A= -
G g e
-/C/1-1S N=(D)

-/C/1-FCFS

Figure 10.3 QPN model of a central server system with memory constraints

o CGSPN is the underlying Coloured GSPN,
e P, C P is the set of queueing places and
e P, C P is the set of ordinary places, Py N P, = (),P = P, U Ps.

Note that if P; = () the QPN describes a CGSPN so that the following relation-
ship holds: CGSPNs C QPNs.

Example 10.2 Fig. /0.3 shows an example of a central server system with mem-
ory constraints. Place py represents several terminals, where users start jobs
after a certain thinking time. These jobs request service at the CPU (represented
by the -/C/1-PS queue where C stands for a Coxian distribution) and two 1/O
systems (represented by the -/C/1-FCFS queues). To enter the subsystem (CPU
+ I/O systems) each job has to allocate a certain amount of memory. For sim-
plicity the memory size needed by each job is assumed to be the same, which is
represented by a token of colour a on place p.
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10.1 Quantitative Analysis of QPNs

Since we have introduced queueing places, which consist of queues and depos-
itories, a marking M of a QPN consists of two parts M = (n,m) where n
specifies the state of all queues and m is the marking of the underlying CGSPN.
For a queueing place p € Py, m(p) denotes the marking of the depository. The
initial marking M) of the QPN is given by My = (O,my), where O is the state
describing that all queues are empty and my is the initial marking of the CGSPN.
Similar to GSPNs the firing of immediate transitions has priority over the firing
of timed transitions and the service of tokens in queues. Thus, as in GSPNs, the
reachability set of a QPN comprises vanishing and tangible states. If at least one
immediate transition is enabled, M is a vanishing state and tangible otherwise.
Thus

ENp(M) :={(t,0)| m[(t,c) > and
if 3t' € To,d € C(t') : m[(t',/) > thent € Th}

where m[(t,c) > denotes the usual enabling in CPNs (cf. Def. 6.5). ENp (M) is
the set of enabled transitions at a marking M with respect to a colour ¢ € C(t),
keeping the priority of immediate transitions in mind.

QPNs can be analysed like GSPNs by calculating the steady state distribution of
the reduced embedded Markov chain. For the remaining discussion we consider
only QPNs with finite reachability sets. To simplify notation let us assume that all
queues of the QPN are of type -/M/1-PS and that the first | Py | places are queueing
places. The service rate of a colour-c token in the queue of a queueing place p
is defined as u(p,c). A possible state descriptor for such a queue is a function
n(p) : C(p) — Ng where n(p)(c) denotes the number of colour-c tokens in the
queue.

State transitions occur due to the arrival or the service of tokens. With respect to
a service of a colour ¢ € C(p) token the state n(p) changes to

, o [ np@E—-1 ifé=c
' (p)(¢) = { g(p)(é) otherwise

The corresponding rate is given by

n(p)(c)
Yerecpy) M) ()

r(n(p)(c)) = 1(p:c)

Recall that each token is served with D L of the server’s capacity

ec(p MP)I)
and that n(p)(c) colour-c tokens are in the queue. If the queue is empty, i.e.
S vecp n(p)(e) = 0, we define r(n(p)(c)) = 0.
The possible state transitions of the QPN can be described in the following way.
Let M = (n,m) be a marking of the QPN. A directly reachable marking M’ =
(n’,m’) is defined as follows. If n(p)(c) > 0 for some p € Py,c € C(p) then M’
with respect to a service in place p according to colour c is given by
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n(P)E) = { (ng())( gtlzlaezéw]ijsgr e (10.1)
1 m(p)(€) ifp#poré#c
m(p)(€) = { m(p)(¢) + 1 otllljerw?se (102)

and we denote this case by M[(p,c) >gpn M'. Eq. (10.1) says that a token of
colour c has left the queue in p and Eq. (10.2) tells us that this token is now on
the depository of p. If (t,c') € ENp(M), then M’ is given by

W) = n(p)(E) + I P, VP € Pree Cp)  (103)
o) m(p)(e) ~ I~ (pA)(¢)(c) ifpe Py
WO= i) L o) 1 () thervie 09

This means, tokens fired onto a queueing place are inserted into the queue (cf.
Eq. (10.3)); the tokens at the depository are removed and ordinary places are
marked according to the usual firing rule of CPNs (cf. Eq. (10.4)). We will denote
this case by M|(t,c') >qopn M'.

To specify the transition probabilities of the QPN’s embedded Markov chain'
we now have to take also the service rates into consideration. For a marking

M = (n,m) define

:ZZrnpc

pEP1 ceC(p)

which is the sum of all rates out of M due to services in all queueing places of
P;. Furthermore define

T(M)={teT|3ce C(t): (t,c) € ENp(M)}

With that the transition probability between marking M}, and M, are defined as
P[My — M,] =

! Note that this technique of using the embedded Markov chain is only applicable if the transition
probabilities out of a marking (state) are independent of the time spend in that state (semi-
Markov process). This imposes a restriction on the allowed queues of the QPN.
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Z wj(c)

(ti,c)EENT(M):Mk[(ti,c)>QpNM,~

: if T(M) C T
> wild)
(tj,CI)GENT(Mk)
> wi(c)
(ti,C)EENT(M):Mk[(ti,C)>QpNMT lf T(M) g Tl

Z w; () + Z(My,)

(tj,C’)GENT(Mk)
ifT(MYNTy, =0
r(n(p)(e) HTM)NT,

2 wi(¢') + Z(Mg) Mg[(p.c) >qpN My
(tj,c/)GENT(Mk)

0 otherwise

(10.5)
The first expression in Eq. (10.5) is the probability that an enabled immediate
transition fires. The second and the third expressions are, respectively, the prob-
abilities that a timed transition fires and that a service completion in a queueing
place occurs. The probabilities in the latter cases (cf. page 131) are given by the
rate causing the state transition divided by the sum of all rates leading out of that
marking.
Having determined the probabilities P[M} — M,] we can proceed as in the
GSPN case by defining the matrices C,D,E and F' (cf. Eq. (9.2) on page 142)
and solving the global balance equations of the reduced embedded Markov chain

F=axP; ) #,=1
MseT

where P’ is given by Eq. (9.6) and T is the set of tangible states (cf. page 142).
Again we see that a steady state distribution of the QPN exists iff there is no
timeless trap and the reachability set of the QPN has home states.

Given the steady state distribution 7 of the reduced embedded Markov chain,
the mean number of visits to marking Mg between two consecutive visits of
marking M is vgj; = ?r—j Thus the mean cycle time t.(M}), i.e. the mean time
between two consecutive visits of M}, is given by

M) == 3 (3 wle) +Z(0M)
T Moet (tk,c)E ENp(Ms)

and since the mean sojourn time ¢4 in marking M; € Tis

(M) =( Y wle)+2(My)
(tx,c)€ BN (M;)
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we obtain the steady state distribution 7 of the QPN by
ts(M;) . ~
W:{ UL if My e T

te(M;) N
0 ifMeV

as in the case of the quantitative analysis of GSPNs.

(10.6)

Example 10.3 Consider the QPN of Fig. 10.4 with

1(p1)(a) = 3u(p1) (b) = 2w (a) = 31 (b) = 2,wn(a) = wa(b) = L.
~_ |1 ifc=c

Define 0c(¢) = { 0 otherwise

Figure 10.4 C'(pl) = C(pg) = C(tl) = C(t2) = {a,b}

The reachability set comprises the following markings:

My = ((O),(O,(Sa + 56))a M = ((6a)7(07(5b))7 My = ((5b)a(0a5a))a

M; = ((0)7(517’5(1))’ My = ((0)7(5a75b))7 Ms = ((5(1 + 61))7(070))7

M = ((5a)7(5b70))7 My = ((5b)7(5070))7 Mg = ((0)7(50 + 6570))
and the corresponding reachability graph is shown in Fig. 10.5. For a marking,
e.g. Ms = ((0q4 + 0p),(0,0)) the first component denotes n(p1) which is here
the sum of two functions 0, and &y. The second component of Ms, that is (0,0),
denotes the marking of the underlying CGSPN.
The markings Moy, M1, Ms,Ms, M4 are vanishing and the markings Ms, Mg, M7, Mg
are tangible. The matrix P of the embedded Markov chain is

[es}
[an}
[es}
[en}

N———
I
O OO OO O OO
O QU OO O© O Ol
QUi O OO O© O Ol
O O oOuNO —H O O O
O O Oul— O O O O
Quihulw OO © © O O

aw O O Ol O O O
v O O OO O O O
OO OO OO+~
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(t2,a) / \O\fz,b)
(t27b)\ %241)
(t1,b) (t1,a)
(p17b)/ K\m)

éMa

(p1,a) \ /}hb)

(t2,a) (t2,b)

(tl,a/ Xl,b)
(I ]\43 M4 _

Figure 10.5 Reachability graph

Since matrix

1 3 200
01 000
I-c)y'=( 00 1 0 0
00 0 10
00 001
we get
2 3
5 & 5
PP=F+Ex(I-C)y'xD=]| 3§ 8 8 3
5 5
3 2
02 20
Solving
8
P = @and Y 7i=1
1=5

yields 5 = Tg = 77 = Ty = %. Thus vy; = 1,Yj,k € {5,6,7,8}. The sojourn
time for tangible markings is given by ts(Ms) = (% x 3+ % x 2)71 = %
and ts(M;) = (3+2)71 = 1Vj € {6,7,8}. With that the cycle time is given
by t.(M;) = 1Vj € {5,6,7,8}, which yields the steady state distribution for

tangible states: w5 = % and T; = %,Vj € {6,7,8}.
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As we have seen, QPNs allow to describe queues in a convenient way without
having to specify queues by pure Petri net elements. An appropriate state de-
scriptor for a — /M /1 — FCF'S queue serving several colours of tokens would
be a string in (C'(p))*, where p is the queueing place. A state va € (C(p))*,a €
C(p), would be changed to bva if a token of colour b € C(p) arrives or alterna-
tively to v if the token of colour a completes its service.

However the complexity of the quantitative analysis, determined by the size and
structure of the reachability set, is still the same as that obtained by modelling
the queue with CGSPN elements.

10.2 Qualitative Analysis of QPNs

As we have seen, qualitative properties of a QPN are essential for a successful
quantitative analysis of the net. Because QPNs are based on CPNs, we are again
interested in employing the analysis procedure shown in Fig. 9.5. Since CGSPNs
C QPNes, all negative examples given in Sec. 9.2 hold for QPNs as well.

First let us investigate timeless traps. If we neglect the specific values of the rates
and consider only the priority relation imposed on the firing of transitions, the
enabling rule in QPNs is given by

Definition 10.2 A transition t € T of a QPN is enabled at a marking M with
respect to a colour ¢ € C(t), denoted by M|(t,c) >qpn, iff (t,c) € ENp(M).

According to this enabling rule all definitions for Place-Transition nets can be
defined similarly for QPNs. A timeless trap is now defined as follows:

Definition 10.3 A QPN has a timeless trap, iff 3IM € R(QPN,My) :
Vk € N:do € Tf : |o| > k, such that Mo >gpn and

Vo € Té : M[& >QPN=— s (Tg)*c,

where Yo := Uycy Ucecqy) (y,¢) for Y C PUT.

As in GSPNs timeless traps cannot occur if condition NoTT (cf. Def. 9.5) holds
for QPNs. For QPNs we are able to establish a generalised version of this con-
dition: If an immediate transition has at least one queueing place as an input
place, this transition cannot contribute to a timeless trap, since tokens fired onto
a queueing place are only available to the output transitions after being served.
To serve a token in a queueing place the QPN has to be in a tangible state. Since
we are now dealing with Coloured Petri nets all colours of a transition have to be
considered, because they characterise the different “firing modes” of a transition.

Definition 10.4 (Condition NoTT for QPNs)
Condition NoTT :<=>NT C (T2)c \ (P1)ce : o £ Te
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For the e-notation of these sets, see Def. 6.4 on page 118. Condition NoTT en-
sures the absence of timeless traps for QPNs with finite reachability sets and the
proof is similar to the one given for Th. 9.2.

Theorem 10.1 Let QPN have a finite reachability set.
Condition NoTT (for QPNs) =—> QPN has no timeless trap.

Obviously Th. 9.3 also holds in this context and condition NoTT can be verified
by a similar algorithm as given in Fig. 9.8. We start initially with Ty := (T2)¢ \
(P1)ce and use the e-notation according to Def. 6.4.

Assuming that tokens are not created in queues, which holds for all queues we
have learned about so far, we get the following result directly:

Theorem 10.2 CPN bounded —> QPN bounded

The converse is, as in the case of GSPNs, not true, which is shown by Fig. 9.9.
For the derivation of further results, especially on liveness and existence of
home states, we restrict ourselves to QPNs which have an EFC-net structure.
Remember that we have established several useful results for this class of PNs in
Sec. 5.4.3.

10.2.1 Qualitative Analysis of EFC-QPNs

The structure of a QPN is determined by a Coloured Petri net. Unfolding even
a strongly connected CPN might yield several isolated Place-Transition nets.
Fig. 10.6 shows a simple example of this. We know that a timed transition of
a CGSPN “unfolds” into a set of timed transitions of the GSPN according to
Def. 9.8. Each of the isolated Place-Transition nets has at least one transition,
which is derived by unfolding a timed transition, or there is at least one place,
which is derived by unfolding a queueing place. We will denote this property by
(). With that we can exploit the results for EFC-GSPNs.

Taking the colours of the underlying CPN into consideration, condition EQUAL-
Conflict can be defined for QPNs as well.

I (tva)

(p,a) %
(t,b)
NONT

]

Figure 10.6 Unfolding a simple CPN
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Definition 10.5 A QPN satisfies condition EQUAL-Conflict, iff
Vit e Tro({thc) Ne({t'}c) #0 = {t,t'} C Ty or {tt'} C To.

If you think of the unfolded Petri net of the CPN underlying the QPN, this con-
dition describes the same condition as that in Def 9.7 and it is again of particular
importance for EFC-nets.

Definition 10.6 A QPN is an EFC-QPN iff its underlying unfolded CPN consists
of EFC-nets.

Remember that unfolding a CPN might yield several isolated Place-Transition
nets. For an EFC-QPN these Place-Transition nets must all be EFC-nets. Ac-
cording to property () all these EFC-nets have at least one transition, derived
by unfolding a timed transition, or at least one place derived by unfolding a
queueing place. If we assume that the CPN is bounded and live (cf. Def. 6.6
on page 118) this means that all EFC-nets are strongly connected as implied
by Th. 5.1. With that we easily see that condition EQUAL-Conflict implies the
absence of timeless traps.

Theorem 10.3 Given an EFC-QPN whose underlying CPN is live and bounded,
then
Condition EQUAL-Conflict => QPN has no timeless traps.

Proof. Although the proof is similar to the proof of Th. 9.5 we will go more into
the details; just to show how the unfolding of a net can be used for this purpose.
Assume the QPN has a timeless trap, i.e. IM € R(QPN,Mp) :

Vk € N:3o € T4 : |o| > k, such that M [0 >gpn and

Vo e TE : Mg >gpn= 6 € (T2)¢.

Since T is a finite set, there is at least one element (£,¢) whose number of occur-
rences in o is not bounded.

Since the CPN is bounded, Th. 10.2 ensures boundedness of the QPN implying
the finiteness of R(QPN,My). Thus there exists a terminal strongly connected
subset Cpy € R(QPN,M). Define

T := {(t,c)3M’' € Cy : M'[(t,c) >gpn}. The assumption implies T C
(T3)¢ and since CPN is live and bounded, the corresponding unfolded net con-
sists of strongly connected Place-Transition nets. Let us consider the correspond-
ing Place-Transition net which comprises (#,¢). Because of () there is at least
one transition in the net, which does not contribute to the timeless trap and thus
is not a member of 7. Define P := 7T, then one of the following two cases holds
with respect to the Place-Transition net being considered:

1. 3(py,c,) € P . .
(pT,CT)O D) {(ti,ci),(tj,cj)} and (ti,CZ') S T,(tj,Cj) e 1o \ T.
The assumption of a timeless trap yields ¢; € T5. Thus if M'[(¢;,¢;) >gpN
for some marking M’ € C);, the EFC-net structure and condition EQUAL-
Conflict imply M'[(t;,c;) >qgpn contradicting (,c;) & T.
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Figure 10.7 Non live QPN

2. 3(tr,er) €T

(tr.cr)® 2 {(pr.cr),(pr.cr)} and (pr,cx) € P(pr,ci) € P\ P.
Since (t,c;) € T't, fires infinitely often with respect to ¢, € C(t,). Since

(pi,c;) & P = oT, the place p; is not bounded with respect to colour
¢; € C(py), contradicting the boundedness of the QPN. O

Considering the theorems we have established for EFC-GSPNs one would also
expect that condition EQUAL-Conflict is sufficient for liveness in the QPN case.
Unfortunately this is not the case, since it might now be possible that the schedul-
ing strategy prevents tokens from being served. Fig. 10.7 shows an example of
this. A token being served at the queueing place p; immediately returns to this
place and preempts the token in service. Thus the token of colour a or the token
of colour b will never complete its service. If at least one token of each colour
of the queueing place has the opportunity of being served in every state of the
queue, such situations cannot occur. This gives rise to the following definition.

Definition 10.7 A QPN satisfies condition EQUAL-Service iff Vp € P;: the ser-
vice time distribution of the queue in p is Coxian and if |C(p)| > 1 then the
scheduling strategy is PS or IS.

If |C(p)| = 1 we can choose an arbitrary scheduling strategy. We only have to
demand that the server stays never idle while there are customers present, which
is one of the main features of so-called work conserving scheduling strategies
[102]. Note that all scheduling strategies we have looked at in Ch. 3 satisfy this
requirement.

Condition EQUAL-Service states that the queue can be analysed by means of
Markovian techniques, since the service time is exponentially distributed in each
stage of service of a token and that for queues serving several colours of tokens
all tokens are served simultaneously.” With that we can exploit Th. 9.5 to estab-
lish the following:

2 [18] gives a general definition of condition EQUAL-Service also comprising further scheduling
strategies.
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Figure 10.8 GSPN representation of a Coxian distributions

Theorem 10.4 Given an EFC-QPN satisfying Condition EQUAL-Service and
whose underlying CPN is live and bounded, then

1. Condition EQUAL-Conflict <= QPN is live

2. Condition EQUAL-Conflict = QPN has home state.

Proof. Since for each queueing place p the service distribution is Coxian and
in case of |C'(p)| > 1 the scheduling strategy is PS or IS, each queue can be
unfolded and the service of each token colour can be represented by the GSPN
subnet shown in Fig. 10.8. (£;,c) represents the exponential service time distri-
bution for a token in stage i of its service, (f;,c) represents entering stage (i + 1)
of service and (Z;,c) the completion of service. Note that the rates and the firing
weights of the transitions (%;,c),({;,c),(%;,c) are now possibly marking depen-
dent. The resultant GSPN satisfies condition EQUAL-Conflict and the statement
of this theorem follows from Th. 9.5. O

If condition EQUAL-Service does not hold, we have already seen that live-
ness does not extend from the CPN to the QPN, even for simple net structures.
Fig. 10.7 also shows that home states might not exist. But even if the QPN is
live, condition EQUAL-Service is essential for preserving the existence of home
states. Fig 10.9 shows a further example of a QPN with no home states. The
queues in the queueing places p2 and ps serve arriving tokens according to the
FCFS scheduling strategy and the service times are exponentially distributed. If
transition t; (f3) is enabled in the QPN, the token on the input place p; (p4) is
“transferred” to place p2 (ps) and a token of the complementary colour is created
on place p3 (pg). Transitions ¢o and ¢4 “merge” tokens of the same colour. Serv-
ing tokens according to the FCFS rule yields two strongly connected subsets in
the reachability set of the QPN, such that home states do not exist. These subsets
are characterised by the sequence of tokens in both queues: either “a” ahead of
“b” or “b” ahead of “a”.
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Figure 10.9 QPN with no home states
10.3 Some Remarks on Quantitative Analysis

As we have seen, introducing time into Place-Transition nets might change the
behaviour and thus the properties of the net significantly. Most of the results pre-
sented in Sec. 9.2 and 10.2 only hold for nets with a restricted structure. Most
nets in practice unveil a more complex net structure and thus only some proper-
ties, like boundedness or P-invariants of the Place-Transition net, extend to the
time-augmented net. Nevertheless, a qualitative analysis of the Place-Transition
net is often useful to gain insight into the behaviour of the net. Since it is often
desirable that the “functioning” of the net does not depend on specific timing
constraints, like e.g. in mutual exclusion problems, such an analysis should be
performed first. Unfortunately, determining essential properties for a quantita-
tive analysis, must often only be done by inspecting the reachability set of the
time-augmented net.
Even if the time-augmented Petri net satisfies all positive qualitative properties
for a quantitative analysis, determining a solution of the global balance equations
becomes intractable for large nets. Hence several authors (cf. [13, 25, 26, 43,
, 89, , ]) have investigated time-augmented Petri nets with product-
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form solutions, similar to product-form queueing networks [102] and developed
algorithms based on the product-form property [164, 1.

Another approach is to structure the model hierarchically, e.g. by place refine-
ment, and to exploit the hierarchical structure also for the quantitative analysis
such that models with millions of states can be analysed, see e.g. [27]. The gen-
eral idea is similar to the one used for the analysis of superposed GSPNs [63],
where the net is composed of several components interacting via a set of synchro-
nised transitions S7". Considering these components in isolation gives reachabil-
ity sets RS’ whose individual size is usually much smaller than the size of the
reachability set of the whole net. The infinitesimal generator () of the whole
reachability set RS can then be expressed by a Kronecker based representation
of the following form (cf. [105])

Q=P+ > Kai
teST

where the Q% are (|RS?| x |RS?|)-matrices.

The advantage of this representation is a shift from space to time concerning
the complexity of iterative solution techniques for solving the global balance
equations. In many cases the sizes of the reachability sets of the components
are much smaller than the corresponding state-transition matrix () of the whole
GSPN. Thus the information on the state space structure is stored in a set of
smaller matrices and an element of () can be determined by some additional cal-
culations (cf. [52]). This approach has its greatest benefits when all matrices Qi
fit into main memory whereas ) would not. Then the additional operations spec-
ified by the Kronecker operators can be neglected in contrast to time-consuming
swapping operations of the computing equipment. A similar Kronecker based
representation can be defined for nets with specific hierarchical structures, thus
profiting from the same effect.

Exercise 10.1 Calculate the steady state distribution of the central server model
of Fig. 10.3. Assume that all rates and firing weights are 2.0.

Exercise 10.2 Determine the reachability sets of the QPN of Fig. 10.9 and its
underlying CPN.
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11 Further Reading

Introductory papers on Stochastic Petri nets are, for example, those by Ajmone-
Marsan [2] and Pagnoni [129].

In this introduction we have only discussed some of the most important time-
augmented Petri net models, which can be analysed using Markovian analy-
sis techniques. There are several other models integrating timing aspects into
Petri nets. We will briefly describe some of them using the classification of time-
augmented Petri nets given on page 129:

Timed Places Petri Nets:

Timed Petri Nets: In [166] J. Sifakis attaches real values z; € RT to each

place p; of the Petri net. The constant z; determines the dwelling time
of a token on that place. After this time has expired the token becomes
available to all output transitions of p;. Enabled transitions have to fire
immediately. In [167] it is shown that this model is equivalent to the
TTPN model of C. Ramchandani. In [166, ] arelationship between
the initial marking, the dwelling times z; and the firing frequencies of
transitions is established.

A modified version of the TPPN model by Sifakis is investigated in
[55].

Stochastic Petri Nets: C.Y. Wong, T.S. Dillon and K.E. Forward [181] de-

fine a stochastic version of the TPPN model by Sifakis, where the
dwelling times of tokens are now characterised by exponential distri-
butions such that Markovian analysis techniques are applicable.

Timed Transitions Petri Nets:

Preselection models:

Timed Petri Nets:

e One of the first models considering Petri nets and “time”
was developed by C. Ramchandani [144]. The constant fir-
ing time, i.e. the time delay between enabling and firing,
of a transition ¢; € T’ is characterised by a real variable
z; € RT. If transitions are in conflict the one to reserve to-
kens first is chosen randomly. It might be possible that after
a transition has reserved tokens it becomes enabled again.
Thus a transition might be enabled simultaneously to itself.
In [143] marked graph structures of this TTPN model are
investigated and, similar to [144], the minimum cycle time
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of transitions, i.e. the minimum time between two consecu-
tive firings of a transition, is calculated (see also [125]).

e R.R Razouk and C.V. Phelps [147] define a model similar
to that of Merlin (see Merlin’s TTPNs). The behaviour of a
transition is determined by a pair of real values (2min,2maz ) sZmin €
RT,
Zmaz € R Zmin < Zmaz; if a transition is enabled at time

7 it must not reserve tokens before time 7 + z,,i,. After
reservation it fires exactly at time 7 + 242

Stochastic Petri Nets: W.M. Zuberek [185, ] associates a rate,
specifying an exponentially distributed firing time, and a proba-
bility ¢(¢) with each transition. In case of a conflict ¢(t) deter-
mines the probability with which transition ¢ reserves tokens on
the input places. Zuberek also extends the underlying Petri net
by introducing inhibitor arcs.

Race models:

Timed Petri Nets: P. Merlin [121] attaches to each transition a pair
of real values (Zmin,2maz ) Zmin € R,
Zmaz € R Zmin < Zmaz and defines the behaviour as follows:
If a transition is enabled at time 7 then it must not fire before
time 7 + Zmn. Afterwards the transition may fire at any point
in time in the time interval [T + Zpin,T + Zmae| provided it is
still enabled. At latest at time 7 + 2,4, the transition has to fire.
Merlin shows that his model is adequate for modelling time-outs
of communication protocols, which is also investigated in [61].
In [33] the analysis of this TTPN model is considered.

Stochastic Petri Nets:

e M. Ajmone-Marsan and G. Chiola [&, 9] extend the GSPN
model by introducing transitions with a deterministic firing
time (Deterministic Stochastic Petri nets; DSPNs). If at all
markings amongst timed transitions (i.e. transitions with an
exponentially distributed firing time) only one determinis-
tic transition is enabled, the Petri net can be mapped onto a
Semi-Markov process. The analysis of DSPNs is also con-
sidered in [10, 81, 84, ]. The analysis of DSPNs and
also more general Non-Markovian Stochastic Petri Nets is
considered in [82].

e J.B. Dugan [66] defines Extended Stochastic Petri nets (ES-
PNs) by allowing firing times of transitions to be specified
by an arbitrary continuous time distribution. As in SPNs
each transition is a timed transition. Amongst inhibitor arcs
the underlying Petri net is extended by further arcs: counter-
alternate and probabilistic arcs.
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Since 1985 an international workshop on Timed and Stochastic Petri nets is held
biennial. The title of the first workshop in 1985 was “Timed Petri Nets” [134],
which afterwards changed to “Petri Nets and Performance Models” [135, ,
, , , , , ]. Some publications on Timed and Stochastic Petri
Nets can also be found in the annual international conference “Application and
Theory of Petri Nets” and in the “Advances in Petri Nets”.
Further information on QPNs can be accessed via WWW using URL http:
//ls4-www.informatik.uni-dortmund.de/QPN/
Tool support is available for several Stochastic Petri net formalisms (e.g. GSPNs
[50, 51], DSPNs [83, 85, , s , s ], QPNs [27, 30]), see also
[73, 74]. A list on Petri net tools can be accessed via WWW using URL http:
//www.informatik.uni-hamburg.de/TGI/PetriNets/tools.
A proposal has been published defining a common interface description also for
Stochastic Petri nets [28, 47], thus exhibiting the possibility to exchange model
descriptions between different sets of tools.


http://ls4-www.informatik.uni-dortmund.de/QPN/
http://ls4-www.informatik.uni-dortmund.de/QPN/
http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools
http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools
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12 Application Examples

In this chapter we present two examples of modelling systems using Stochas-
tic Petri nets. We will employ the QPN formalism, since it comprises SPNs and
GSPNs, and also offers convenient description facilities for queueing situations.
In Sect. 12.1 we address the well-known problem of sharing resources by differ-
ent processes. In Sect. 12.2 a node of a DQDB network is modelled by a QPN
subnet. In this section we will use the more general definition of QPNs including
so-called immediate queueing places as given in [18].

12.1 Resource Sharing

This example considers the general problem of modeling sharing of
processors/machines by different processes.

Imagine that each process is given by a process schemata specified by an ordinary
Place-Transition net. Since scheduling in QPN models is described by queueing
in places, obviously activities sharing resources should be attached to the places
of the Place-Transition net. Assume, e.g., the following description of process
schemata.

A user specifies a series of n simulation runs, which might be executed in parallel
(see Fig. 12.1). After termination of all simulation runs a special program is in-
voked, collecting the simulation results and preparing them for printing. Finally
the results are printed. The second process schemata specifies a user who pre-
pares a IZIEX-document for printing by starting two sequential calls of this type-
setting program (just to "get cross-references right’). For both process schemata
we have to specify additionally the service time distribution of each task, e.g. the
parameters of a Coxian distribution and the weights of immediate transitions.
For simplicity we will neglect these parameters here.

After definition of the load, we have to determine the machines executing these
tasks. In this example we consider a small network comprising three worksta-
tions and one printer. Each workstation works off all tasks in a processor sharing
manner and the printer services jobs in order of their arrival.

Mapping of these processes (tasks) to processors (machines) is defined statically
by the users. The user initiating the simulation runs, e.g., decides to dedicate
n; runs to workstation ¢ (n = nj; + ng + n3) and starting the collector task
at workstation 3. The user of I&TEX on the other hand independently decides
to use workstation 3 for all his tasks. Attaching distinct colours to the places
and transitions of both process schemata now yields the QPN model given in
Fig. 12.2. Activities represented by places of the P/T-net are *'mapped’ to the
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Figure 12.1 Two process schemata

corresponding timed queueing places of the QPN. Places P;,i = 1,2,3, model the
three workstations and place P5 the printer. The most interesting queueing place
is P3, where n3 simulation runs and afterwards a collector job compete with a
IXTEX job (IXTEX1 or IATEX2) for service at the CPU. Note that this QPN models
an absorbing Markov chain (cf. Sect. 2.1.2) and the mean time until absorption
reflects the mean time until both results have been printed.

12.2 Node of a DQDB network

The Distributed Queue Dual Bus (DQDB) protocol has been proposed as the
subnetwork for the IEEE 802.6 MAN for the interconnection of Local Area Net-
works, servers, workstations and other devices. The basis of a DQDB network
is a pair of unidirectional buses as illustrated in Fig. 12.3. Nodes are connected
to both buses by a logical OR-writing tap and a reading tap. The Head Station
(frame generator) continuously generates frames. Each frame is subdivided into
slots of equal size and each slot in turn has several fields. The End Station (slave
frame generator) terminates the forward bus and removes all incoming frames
and generates slots at the same transmission rate and of the same sort on the
other bus.

Data to be transmitted, is split up into segments of fixed size fitting on a slot’s
information field. Each slot can be allocated either to isochronous traffic (called
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Figure 12.2 QPN model of two processes sharing resources

pre-arbitrated slots or PA-slots) or non-isochronous traffic (called queued arbi-
trated slots or QA-slots). Access to QA-slots is controlled by the following pro-
tocol, which operates on both buses symmetrically, so it is sufficient to consider
only one direction.

In the following we assume data segments to be sent in the direction of the D-bus
and requests in the direction of the R-bus (cf. Fig. 12.3). Segments arriving at a
node are placed into a so called ’local queue’ which is served in FCFS manner.
The first segments (only) at all non-empty local queues for one bus constitute a
distributed queue whose service discipline is FCFS. This distributed queue does
not represent any existing physical queue, but is only established virtually by
means of the following mechanism. Each local queue can be in two states: idle
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Figure 12.3 DQDB architecture

or countdown. If no segment is waiting for transmission the corresponding local
queue is in the idle state. If a segment arrives at a node for transmission on the
D-bus, an empty local queue changes to its countdown state. For each segment
to be send, a request is transmitted on the opposite bus, thus informing upstream
nodes (with regard to the direction of the D-bus) to let through an empty slot
on the D-bus for its own waiting segment. A request can only be transmitted if
the corresponding bit in the slot on the R-bus is not set, otherwise this indicates
the request of a downstream node. Each node keeps track of its own pending
requests by incrementing a request queue counter (RQC). When a local queue
is idle, it keeps count of the number of outstanding requests from downstream
nodes via a so-called request counter. For each empty slot passing on the D-bus
this counter is decremented, accounting in this way for a served segment of a
downstream node on the D-bus. If a local queue changes to its countdown state
due to the arrival of a segment, the current value of its request counter is copied
to a so-called countdown counter. This special counter is decremented whenever
an empty slot passes on the D-bus until it reaches 0. Following this instant, the
node transmits its own segment in the first empty slot on the D-bus.

For this example we employ the more general definition of QPNs [18]. Pure
scheduling aspects can be described by immediate queueing places. In contrast to
timed queueing places, tokens on those places can be viewed as being “served”
immediately. The service in immediate queueing places has priority over the
scheduling/service in timed queueing places and firing of timed transitions, sim-
ilar to the priority of the firing of immediate over timed transitions.

A simple example of an immediate queueing place is given in Fig. 12.4. Here
the definition of the scheduling strategy is as follows: serve tokens immediately
when present according to FCFS, but only if the depository is empty. If there is
a token at the depository all tokens are blocked in their current position.' Since
the depository is emptied by transition ¢ in Fig. 12.4, this transition determines
the “real” service rate. We will now use this type of immediate queueing place,
which will be called “FCFS with blocking” for the modelling of a node in a

! Similar to immediate transition also probabilities have to be specified for the “service” in im-
mediate queueing places. For the special strategy chosen here the specific values of these prob-
abilities do not matter. A formal definition of this strategy is given in [18].
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Figure 12.5 QPN model of a DQDB node

DQDB network.

Fig. 12.5 presents a QPN model for an arbitrary node of a DQDB network. The
definition of the colour sets and the initial marking is located near the corre-
sponding places. E.g. place P4 has colour set 7" and will initially contain k to-
kens of type tok. The guard of a transition is given in brackets. E.g. transition
T2 is enabled if the free variable x is bound to free ([x = free]).

The R- and D-bus are represented by immediate transitions 7'1 and 72,73 resp.
Since DQDB mainly deals with two queues: the local queue at each node and the
distributed queue consisting of all first segments at all non-empty local queues,
these queues are modelled explicitly. Part of the distributed queue is modeled by
the immediate queueing place P2. The state of this queue reveals the information
that node has about the actual distributed queue due to arriving requests on the
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R-bus. Note that e.g. "Node 1’ does not have any information on the state of
the distributed queue, because it does not know of segments to be transmitted
at other nodes. The basic idea of the QPN model is to represent the value of
the request counter by inserting each request into the FCFS queue at place P2.
This queue might also contain one segment (the first of the local queue) at most,
which is ensured by place P3. All other segments have to wait in the immediate
queueing place P1, whose queue also obeys an FCFS scheduling strategy with
blocking. Place P4 is complementary to P2 thus ensuring that the number of
tokens in P2 will never exceed k£ = ’maximum value of request counter’ + 1
(first segment of the local queue). Service of the queue is performed by firing of
immediate transition 72, if an empty slot on the D-bus arrives at this node. In
case of serving a segment at P2 the formerly empty slot is marked busy. If P2 is
empty (implying P4 contains k tokens of type tok) or a busy slot (token of type
busy) arrives, T'3 fires immediately.

Several models of such nodes can be interconnected by immediate transitions to
constitute the R- and D-bus yielding a model of the whole DQDB network.
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13 Solutions to Selected Exercises

Solution to Ex. 1.5
kp(1 —p)"!

Solution to Ex. 1.1
e Probability of the same birthday for at least two persons is

365!

P = 3657(365 — n)!

e p <0.5forn <22
Solution to Ex. 1.2 In this case there are two mutually exclusive hypotheses:

G'1 “The student knows the correct answer”, and
G5 “The student is guessing”
with probabilities P{G1} = p and P{G>} = 1 — p. We observed, event E,

that the student had the answer wrong. The conditional probabilities of F,
given the hypotheses, are
1
P{E|G1} =0 P{E|Gy}=1-——
m

According to the Theorem of Total Probability,

Ly -p).

P{B}=(1-—

Using Bayes Theorem we get the answer

- P{E|G3}P{G5}
P{G2|E} = P{E‘G1}P{G1} + P{E’G2}P{G2}
= 1

which is to be expected.
Solution to Ex. 2.1

e The stochastic process changes state every day and since we know
that two sunny days never follow one another the transition probabil-
ities are not strictly state independent. Assuming that the process is
Markovian is thus an approximation only.
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e If we let S,R and D represent a sunny, rainy and dull day respectively,
then we can define a new stochastic process by considering the states
SS,SR,SD etc. which would represent the weather on two consecu-
tive days. We need to determine new transition probabilities as well.
A Markovian process will approximate this new process more closely
than in the previous case.

Solution to Ex. 2.5 Draw the process as a discrete time Markov chain with 4
states of which state 0 is one absorbing state (the other is clearly C'). Then

6 (24)

and

From these we can compute

1 p
— [ 1=pe 1l-pq
l=pq 1-pq
and the steady state probability matrix NR. From the latter the probability
of starting in state 1 and ending in state 0 is given by

nig = .
1 —pq

The expected duration of the game is given from Th. 2.5 by

1+p
1—pq

Solution to Ex. 2.8 A car spends 64 percent of its time in Town 2.

Solution to Ex. 2.9 There are 1.62 computers broken on the average and they
break down at a mean rate of 2.76 (= 2 x % +4 x 2% + 6 % %) per day.

Solution to Ex. 3.3 For random variables X7, ...,X,, we have
E> Xi|=> E[X|]
i i

so that the mean arrival rate to the central computer is %. Since the av-

erage number in the central computer is 5, the average time in the central
computer is thus 7.5 seconds.
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Solution to Ex. 3.4
m = (k+1)p"m
= (k+1)p*(1-p)?
N - 2
1—p

Solution to Ex. 3.11 Introducing a speed vector c;, which describes the speed of
the server when ¢ customers are present, allows one to write the solution to
both parts (a) and (b) using one formula:

K

n! i
Pl(n,...n)] = Pl0,...0)=— [[(Z5) (3.1
i=1 Ci i=1 ni.
where
i
pi = —
M
K
p = Z i (< 1, ergodicity condition)
i=1
K
n = an
i=1
o 4
P
Pl(0,....0)] = (O ——)"
j=0 Lli=1Ci
For PS we have ¢; = 1,4, giving:
i=1 """
and for the IS case ¢; = i,Vi, we have
Pl(n1,....,ng)] = e ][5
i—1 i

The mean number of customers in the latter case is

o0 oo K
N = Z Z (an)P[(m,...,nK)] =p

n1=0 ng=0 j=1

Eq. 13.1 is also valid for an M/Cox/m queue by setting ¢; = min(é,m).

The reader should note that the steady state probability distribution of each
of these queues, is independent of the particular Coxian distribution of the
corresponding service time and only depends on the mean value.
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Figure 13.1 Counterexample for “Boundedness = Pos. P-Invariant covering”

Solution to Ex. 5.11 The coverability tree is not sufficient to determine liveness.
Fig. 5.16 displays two Petri nets which have the same coverability tree. The
Petri net displayed on the left side is not live (e.g. My[t1t2 > M’ yields a
marking M’ in which no transition is enabled) whereas the Petri net on the
right side is live.

Solution to Ex. 5.14 The safe Place-Transition net of Fig. 13.1 is not covered by
positive P-invariant, since there is no positive P-invariant covering place ps.

Solution to Ex. 5.17

1. This statement follows directly from theorem 5.16, since a trap is
marked in every marking M covering the given marking M. This
property of an EFC-net is also known as the liveness monotonicity
property of EFC-nets.

2. Fig. 9.12 (cf. [150]) shows a counterexample. If the token at the place
in ety is removed the Petri net is live. With the displayed initial mark-
ing, which covers the former marking, the net is not live.

Solution to Ex. 5.19

1. Fig. 13.2 (cf. [39]) shows a counterexample.

2. Since the given proof of theorem 5.19 does not use the fact that the
Petri net is an EFC-net, this statement is valid as well. The EFC prop-
erty is needed for the converse implication.

Solution to Ex. 5.21 The first and the third algorithm are correct implementa-
tions. The fourth algorithm is an incorrect solution for the famous dining
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Figure 13.2 EFC-net whose initial marking is not a home state

O

philosopher problem. The system might reach a deadlock state, e.g. if all in-
volved processes perform their “P(sem[i])”-operation simultaneously. The
second algorithm is also incorrect, since both processes might enter the crit-
ical region simultaneously. One can see that as follows:

’ Statements of process Fy \ Statements of process P;

flag[1] := true;

turn = 0 = enter while loop
flag[0] = false

= skip inner while loop

flag[0] := true;
turn =0
— enter critical region

turn := 1;
turn = 1 = skip while loop
enter critical region

Solution to Ex. 9.6 All conjectures do not hold, since we have the following
counterexamples:
1. see Fig. 9.10,
2. see Fig. 9.12,
3. see Fig. 9.14.
Solution to Ex. 9.8 This simple unbounded GSPN is quite interesting, since the

corresponding Markov process has no steady state distribution irrespective
of the values of A and p.
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Figure 13.3 Markov chain for unbounded GSPN

The most important step proving this is in finding an appropriate state rep-
resentation for the infinite Markov chain. Since transition 3 is immedi-
ate, we have that whenever M (p;) > 0, M(p2) = 0 holds and similarly
M (p2) > 0 implies M (p;1) = 0. Thus M (p1) — M (p2) is a sufficient state
descriptor and the potentially two dimensional Markov chain of the GSPN
can be represented in one dimension as shown in Fig. 13.3.

The global balance equations are given by
mi( A+ p) = Ami—1 + pumiva 1= —00,...,00 (13.2)
which rewrites as

A(T('Z' - 7Ti—1) = /L(T['H_l — 7Ti) 1= —0Q0,...,00 (13.3)

If system (13.3) could be solved subjectto 0 < m; < 1,Viand > ;°_ _m =
1, then a stationary distribution would in fact exist and would be given by
this solution. However, it is not difficult to verify that such a solution cannot

exist.

Define 7; = m;+1 — m;. With that Eq. (13.3) rewrites to

A
Ti = —Ti—1
giving
A\
7 = (—=)"10
(M
implying
Ay .
Ti41 — T = (;) (71'1 — 7['0) 7= —00,...,00

We can now distinguish the following cases:

o0

1) m = mo implying 7,41 = m;,Vi showing that ) 72 m; = 1 can not be

satisfied.
2) my # mo. Consider
Tl — T = D (Tip1 —m) = Y (;) (m1 — 7o)

i=—n i=—n
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If 1 > 7 we can conclude 7,1 > n(m —mp) contradicting 7,41 <
1 and assuming 71 < 7o implies 7,11 < n(m — my) + 1 leading to a
further contradiction for arbitrarily large n, namely 7,41 < 0.!

The reader should note that all conclusions hold (and thus no steady state
distribution exists) irrespective of the values of A\ and p!

The unbounded GSPN of Fig. 9.20 can, e.g., be used to describe the core
transshipping activities in logistic nodes (cf.[24]). Vehicles arrive at a rate
of X delivering a unit to the store (p;) of the logistic node, whereas vehicles
wanting to load a unit are arriving at a rate of . and have to wait (p2) when
their demands cannot be satisfied because of an empty storage. The time for
loading and unloading etc. is neglected in the model.

In [23] this effect is described in more detail and it is also shown that a
simulation of such a system runs the immanent danger of leaving this effect
uncovered and assuming a stationary process.

! Note that in Z?:_n(%)l ... we have n terms with a factor of ;; := 2 and similarly n terms

with the reciprocal factor ap := % Thus a1 > 1 or a2 > 1 holds irrespective of the values of
A and p.
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